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This article examines the human rights standards relevant to the use of upload filters for content moderation
within EU secondary legislation. Upload filters, which automatically screen user-generated content before
publication, are a type of prior restraint, which raises critical concerns on freedom of expression. EU secondary
legislation establishes rules for both mandatory and voluntary use of these technologies, which must be read in
light of human rights protections. This article analyses the characteristics of both mandatory and voluntary
upload filters as prior restraints, the relevant EU legal provisions governing their use, and the safeguards required
to prevent disproportionate restrictions on speech. Additionally, it explores the procedural and institutional
safeguards under EU law, viewed through the lens of the CJEU and ECtHR case law on prior restraints and the
rights to a fair trial and to an effective remedy.

1. Introduction

On 30 June 1971, three U.S. Supreme Court judges criticized the
rushed timeline (less than a week) that they had been given to decide
whether the U.S. government could block The New York Times and The
Washington Post from publishing a damning report on the Vietnam War.
They warned that such ‘difficult questions of fact, of law, and of judg-
ment’ required more time.! Their concern about the complexity and
urgency of ruling on a single press publication illustrates the stakes in a
world where such rapid, high-stakes decisions are now made by ‘upload
filters’ deployed by social media platforms at the scale of millions.
Almost half a century later, some of these companies boast of their use of
such technologies to block content ‘before a single human user has ever
been able to access it’.” Beyond this anecdote, a parallel debate has

E-mail address: emmanuel.vargas-penagos@oru.se.
1 New York Times Co v United States 403 U.S. 713 (1971).

unfolded in the EU legislature over laws seen as imposing, enabling or
not addressing the concerns of such preemptive censorship. In this
context, some have argued that ‘we all know they are already used by big
platforms’ and that rejecting legislative reform ‘will not take away up-
load filters’.® Others have expressed disappointment at having ‘failed to
protect legal content, including media content, from being over-blocked
by error-prone upload filters or arbitrarily set platform rules’.” Based on
existing EU legislation and on the applicable standards developed by
both the European Court of Human Rights (ECtHR) and the Court of
Justice of the European Union (CJEU), this paper reflects on the rules
and principles that should govern the use of such technologies by social
media companies.

Upload filters, namely automated tools deployed by internet in-
termediaries (principally social media platforms), to preemptively

2 US Congress, Fostering a Healthier Internet to Protect Consumers: Joint Hearing before the Subcommittee on Communications and Technology and the Subcommittee on
Consumer Protection and Commerce of the Committee on Energy and Commerce, House of Representatives, One Hundred Sixteenth Congress, First Session, October 16, 2019
<http://catalog.gpo.gov/F/?func=direct&doc_number=001167713&format=999> accessed 28 February 2025.

% See the words given by Andrus Ansip, Vice-President of the Commission at ‘Verbatim Report of Proceedings - Copyright in the Digital Single Market (Debate) -
Tuesday, 26 March 2019’ <https://www.europarl.europa.eu/doceo/document/CRE-8-2019-03-26-ITM-002_EN.html> accessed 28 February 2025.

4 See the words given by MEP Patrick Breyer at: ‘Verbatim Report of Proceedings - Digital Services Act - Digital Markets Act (Debate) - Monday, 4 July 2022’
<https://www.europarl.europa.eu/doceo/document/CRE-9-2022-07-04-ITM-015_EN.html> accessed 28 February 2025.
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examine user-generated content to find material that could be deemed to
be unlawful or against their terms and conditions, have been encouraged
or demanded by different stakeholders. These include such diverse
voices as governments combating terrorism,” and copyright holders
seeking to prevent the unauthorised distribution of music, films and
series.’ These stances have not escaped resistance from civil society,’
academia,® internet pioneers’ and human rights bodies, including the
United Nations Special Rapporteur on freedom of opinion and expres-
sion (the UN Foe Rapporteur).'” Their argument is that upload-filters
amount to a ‘prior restraint” and therefore pose a threat to freedom of
expression. At the European level, prior restraints have traditionally
been considered as restrictions that pose an inherent danger to freedom
of expression. Despite not being prohibited outright, they are called to
be examined with the most careful scrutiny!' under a strict legal
framework.?

Despite this resistance to upload filters, the stance taken at the EU
level, as Barral Martinez notes, places their use in content moderation as
‘a de facto must for online intermediaries to escape liability, especially in
cases where short removal time is required.’'® This may be reinforced by
the recent position taken by the ECtHR that ‘a minimum degree of
subsequent moderation or automatic filtering would be desirable in
order to identify clearly unlawful comments as quickly as possible and to
ensure their deletion within a reasonable time, even where there has
been no notification by an injured part’.'* Such a view is likely to in-
fluence the implementation of EU legislation, particularly because
Article 11 of the EU Charter'® and Article 10 ECHR,'® both enshrining
freedom of expression, have the same meaning and scope and have
corresponding interpretations.'” This must be read in line with the
CJEU’s case law, which, embracing previous ECtHR rulings, has
reasoned that upload filters require ‘a particularly tight legal

5 Amélie Pia Heldt, ‘Upload-Filters: Bypassing Classical Concepts of Censor-
ship?” (2019) 10 JIPITEC - Journal of Intellectual Property, Information
Technology and E-Commerce Law 56.

6 Annemarie Bridy, ‘The Price of Closing the Value Gap: How the Music In-
dustry Hacked EU Copyright Reform’ (2020) 22 Vanderbilt Journal of Enter-
tainment & Technology Law 323.

7 Civil Liberties Union for Europe, ‘Article 13 Open Letter — Monitoring and
Filtering of Internet Content Is Unacceptable’ (Liberties.eu, 16 October 2017)
<https://www.liberties.eu/en/stories/delete-article-thirteen-open-letter/
13131> accessed 31 January 2025.

8 Martin Kretschmer, ‘The Copyright Directive: Misinformation and Inde-
pendent Enquiry — CREATe’ (24 March 2019) <https://www.create.ac.uk/
blog/2018/06/29/the-copyright-directive-misinformation-and-independent-e
nquiry/> accessed 31 January 2025.

° Danny O’Brien and Jeremy Malcolm, ‘70+ Internet Luminaries Ring the
Alarm on EU Copyright Filtering Proposal’ (Electronic Frontier Foundation, 12
June  2018) <https://www.eff.org/deeplinks/2018/06/internet-luminari
es-ring-alarm-eu-copyright-filtering-proposal> accessed 31 January 2025.

10 pavid Kaye, ‘EU Must Align Copyright Reform with International Human
Rights Standards, Says Expert’ (OHCHR, 11 March 2019) <https://www.ohchr.
org/en/news/2019/03/eu-must-align-copyright-reform-international-human-ri
ghts-standards-says-expert> accessed 31 January 2025.

11 Observer and Guardian v the United Kingdom App no 13585/88 (ECtHR, 26
November 1991).

12 Case C-401/19 Republic of Poland v European Parliament and Council of the
European Union EU:C:2022:297.

13 Maria Barral Martinez, ‘Platform Regulation, Content Moderation, and Al-
Based Filtering Tools: Some Reflections from the European Union’ (2023) 14
JIPITEC <http://www. jipitec.eu/issues/jipitec-14-1-2023/5716>.

14 Sanchez v France App no 45581/15 (ECtHR, 15 May 2023), para 190; See
similarly Zochling v Austria App no 4222/18 (ECtHR, 5 September 2023), para
13.

15 Charter of Fundamental Rights of the European Union [2012] OJ C 326.

16 Convention for the Protection of Human Rights and Fundamental Freedoms
(European Convention on Human Rights, as amended) (ECHR).

17" Republic of Poland v European Parliament and Council of the European Union
(n 12), para 44.
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framework’ to avoid encroachments on freedom of expression.'®
Moreover, this should also be considered in light of the ECtHR’s
reasoning that, in the context of prior restraints, it is necessary to make a
‘close examination of the procedural safeguards embedded in the sys-
tem’ to prevent arbitrary restrictions on free expression.19 In that sense,
it will also be relevant to examine the case law from both courts in
relation to the right to a fair trial and the right to an effective remedy
(safeguarded by Articles 6 and 13 ECHR and Article 47 of the Charter,
respectively), which, at the same time, have also been considered to be
corresponding provisions by the CJEU.?’ In contrast, platforms may
sometimes use filters to ensure a better experience to their users by, for
instance, preventing the dissemination of spam.

The EU legal framework has several pieces of sectoral content
moderation-related legislation, such as the Audiovisual Media Services
Directive (AVMSD),?! the Copyright Directive,>? the Regulation on
addressing the dissemination of terrorist content online (TERREG),” the
Platform to Business Regulation,?* the European Media Freedom Act®
and the Directive on combating violence against women and domestic
violence (VAW Directive),?° and so on. Beyond this, the Digital Services
Act (DSA)? seeks to provide an overarching general framework with
rules addressed to internet intermediaries, such as social media, for the
effective protection of fundamental rights. These rules have a significant
impact on whether and how upload filters are applied and, given the
equivalent meaning and scope between article 11 of the EU Charter and
Article 10 of the ECHR, their reading requires having regard to the
relevant human rights standards developed at the ECtHR.

Against this background, the purpose of this article is to provide an
overarching view on how the procedural safeguards developed by the
ECtHR apply in the context of ‘upload filters’ within the scope of rele-
vant EU secondary legislation. Therefore, this article addresses the
following question: How can human rights procedural safeguards against
interferences on freedom of expression be applied to adequately protect

18 ibid, para 68.

19 Cumbhuriyet Vakfi and Others v Turkey App no 28255/07 (ECtHR, 8 October
2013), para 61.

20 Case C-487/19 W.Z. EU:C:2021:798, para 123.

2! Directive (EU) 2018/1808 of the European Parliament and of the Council of
14 November 2018 amending Directive 2010/13/EU on the coordination of
certain provisions laid down by law, regulation or administrative action in
Member States concerning the provision of audiovisual media services (Au-
diovisual Media Services Directive) in view of changing market realities [2018]
0J L 303, 28.11.2018, pp. 69-92 (Audiovisual Media Services Directive).

22 Directive (EU) 2019/790 of the European Parliament and of the Council of
17 April 2019 on copyright and related rights in the Digital Single Market and
amending Directives 96/9/EC and 2001/29/EC [2019] OJ L 130, 17.5.2019,
pp. 92-125 (Copyright Directive).

23 Regulation (EU) 2021/784 of the European Parliament and of the Council
of 29 April 2021 on addressing the dissemination of terrorist content online
[2021] OJ L 172, 17.5.2021, pp. 79-109 (TERREG).

24 Regulation (EU) 2019/1150 of the European Parliament and of the Council
of 20 June 2019 on promoting fairness and transparency for business users of
online intermediation services [2019]0J L 186, 11.7.2019, pp. 57-79 (Platform
to Business Regulation).

25 Regulation (EU) 2024,/1083 of the European Parliament and of the Council
of 11 April 2024 establishing a common framework for media services in the
internal market and amending Directive 2010/13/EU [2024] OJ L, 2024/1083,
17.4.2024 (European Media Freedom Act).

26 Directive (EU) 2024,/1385 of the European Parliament and of the Council of
14 May 2024 on combating violence against women and domestic violence
[2024]0J L, 2024/1385, 24.5.2024 (VAW Directive).

27 Regulation (EU) 2022/2065 of the European Parliament and of the Council
of 19 October 2022 on a Single Market For Digital Services and amending
Directive 2000/31/EC [2022]0J L 277, 27.10.2022, pp. 1-102 (DSA).
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freedom of expression in the use of upload filters for content moderation
under EU law?

To better answer this question, the article will also consider these
sub-questions: i) What are upload filters and what is their impact on freedom
of expression?; ii) How does EU secondary legislation address the use of
upload filters for content moderation?; iii) What safeguards do the ECtHR
and the CJEU provide against prior restraints and how can they be incor-
porated into the use of upload filters?

Scholarship on social media companies’ use of upload filters in
Europe has largely focused on copyright, given that most litigation
reaching the CJEU has concerned this issue and that it was central to the
heated debate over the adoption of the Copyright Directive.?® Within
this context, research has examined the human rights implications of
upload filters, including their classification as a prior restraint. Studies
have also explored their use in counterterrorism efforts.?’ Additionally,
upload filters are frequently discussed in broader debates on content
moderation, where prior-restraint concerns occasionally arise.>’ In that
context, while less abundant, research has also addressed upload filters
under the Digital Services Act as a cross-cutting regulatory framework
for content moderation.’! Furthermore, research has tended to focus on
the mandatory use of upload filters by means of court injunctions,
particularly because there is extensive case law on the subject matter,>>
but less focus is given to the voluntary use of those tools by platforms.

While the classification of upload filters as prior restraints is already
well-established in the existing literature, this article contributes to
these discussions by providing an in-depth analysis of the prior-restraint
nature of upload filters and their intersection with human rights safe-
guards under EU law, highlighting the protections that should apply if
and when such filters are implemented. In that sense, this article is not
limited to pointing at upload filters as a form of prior restraint but,

28 Felipe Romero Moreno, “Upload Filters” and Human Rights: Implementing
Article 17 of the Directive on Copyright in the Digital Single Market’ (2020) 34
International Review of Law, Computers & Technology 153; Bridy (n 6); Felipe
Romero-Moreno, “Notice and Staydown” and Social Media: Amending Article
13 of the Proposed Directive on Copyright’ (2019) 33 International Review of
Law, Computers & Technology 187; Christina Angelopoulos and Joao Pedro
Quintais, ‘Fixing Copyright Reform: A Better Solution to Online Infringement’
(2019) 10 JIPITEC - Journal of Intellectual Property, Information Technology
and E-Commerce Law 147; Giancarlo Frosio, ‘To Filter or Not to Filter? That Is
the Question in EU Copyright Reform’ [2017] SocArXiv <https://ideas.repec.or
g//p/osf/socarx/67n5w_v1.html> accessed 14 February 2025.

2% Eugénie Coche, ‘Countering Terrorism Propaganda Online Through TER-
REG and DSA: A Battlefield or a Breath of Hope for Our Fundamental Human
Rights?’ in Dario Moura Vicente, Sofia De Vasconcelos Casimiro and Chen Chen
(eds), The Legal Challenges of the Fourth Industrial Revolution, vol 57 (Springer
International ~ Publishing  2023)  <https://link.springer.com/10.1007/9
78-3-031-40516-7_16> accessed 13 August 2024.

30 Emma J Llans6, ‘No Amount of “AI” in Content Moderation Will Solve
Filtering’s Prior-Restraint Problem’ (2020) 7 Big Data & Society
205395172092068; Robert Gorwa, Reuben Binns and Christian Katzenbach,
‘Algorithmic Content Moderation: Technical and Political Challenges in the
Automation of Platform Governance’ (2020) 7 Big Data & Society
2053951719897945; Niva Elkin-Koren, ‘Contesting Algorithms: Restoring the
Public Interest in Content Filtering by Artificial Intelligence’ (2020) 7 Big Data
& Society 2053951720932296; Heldt (n 5); Dawn Nunziato, ‘How (Not) to
Censor: Procedural First Amendment Values and Internet Censorship World-
wide’ [2011] GW Law Faculty Publications & Other Works <https://scholarshi
p.law.gwu.edu/faculty_publications/1286>.

31 Barral Martinez (n 13); Giancarlo Frosio and Christophe Geiger, ‘Taking
Fundamental Rights Seriously in the Digital Services Act’s Platform Liability
Regime’ (2023) 29 European Law Journal 31.

32 Giancarlo F Frosio, ‘The Death of “No Monitoring Obligations™: A Story of
Untameable Monsters’ (2017) 8 JIPITEC - Journal of Intellectual Property,
Information Technology and E-Commerce Law 199; Christina Angelopoulos and
Martin Senftleben, ‘An Endless Odyssey? Content Moderation Without General
Content Monitoring Obligations’ [2021] SSRN Electronic Journal <https
://www.ssrn.com/abstract=3871916> accessed 14 February 2025.

Computer Law & Security Review: The International Journal of Technology Law and Practice 59 (2025) 106219

instead, it analyses the characteristics of prior restraints in case law and
literature and explains how they are translated in the context of upload
filters.

In addition to this, this article is not limited to the analysis of
mandatory upload-filtering as it also examines their use as voluntary
measures for content moderation. This examination is particularly
relevant given the growing perception of online platforms as de facto or
delegated adjudicators of speech® and, notably, due to the DSA obli-
gation for platforms to act ‘in a diligent, objective and proportionate
manner with due regard to the rights and legitimate interests of all
parties involved’ when restricting speech in their services.>* It should be
noted that the approach within the EU legislature for protecting users
from shortcomings in upload filtering focuses on transparency and
remedial safeguards. The former are not the focus of this article, but can
be summarized as a set of requirements for platforms to disclose infor-
mation on the automation of content moderation decision-making in
their terms and conditions, ,°> annual reports,36 notifications of de-
cisions made under notice and action mechanisms,”’ and statements of
reasons for restrictions on users based on findings that their content is
illegal or violates the platform’s terms and conditions.*® Furthermore,
given that the EU’s approach to content moderation prioritizes ‘pro-
cedure before substance,”>° and the CJEU and ECtHR case law empha-
size the need to address prior restraints through a strict legal framework
with strong procedural safeguards, this article examines the current
remedial framework from a rights-based perspective. In that sense, this
article offers a detailed analysis of the institutional and procedural
safeguards in place and interprets them in light of CJEU and ECtHR case
law on the rights to a fair trial, an effective remedy, and freedom of
expression.

It should also be highlighted that this article does not provide a
detailed comparison between U.S. and EU law, but refers to relevant
aspects of the U.S. framework when useful for analyzing the EU context.
This is due to the historical relevance of the U.S. approach on prior re-
straints and on voluntary measures for content moderation at European
level.

This article is structured in three parts. First, it discusses what upload
filters are and how they fit within the concept of prior restraint by
looking into relevant CJEU and ECtHR case law and literature on the
issue, and delineating the impacts on freedom of expression that such
considerations have. Second, it explains the way in which mandatory
and voluntary upload filters are approached under the applicable EU
secondary law and case law by the CJEU. Third, it examines the insti-
tutional and procedural safeguards given by the current EU legal
framework from a human rights perspective. For this last point, each
safeguard is first introduced by explaining its place in the EU legal
framework and afterwards provides a reading on the basis of CJEU and
ECtHR case law.

33 Senftleben, Martin; Quintais, Jodo Pedro; Meiring, Arlette;, ‘How the Eu-
ropean Union Outsources the Task of Human Rights Protection to Platforms and
Users: The Case of User-Generated Content Monetization’ (2023) 38 Berkeley
Technology Law Journal 933; Joao Pedro Quintais, Giovanni De Gregorio and
Joao C Magalhaes, ‘How Platforms Govern Users’ Copyright-Protected Content:
Exploring the Power of Private Ordering and Its Implications’ (2023) 48
Computer Law & Security Review 105792; Evelyn Douek, ‘Content Moderation
as Systems Thinking’ (2022) 136 Harvard Law Review 526.

34 DSA, art 14(4).

35 TERREG, art 7(1 ; DSA, art 14(1).

36 TERREG, art 7(3)(b); DSA, art 15(1).

37 DSA, art 16(6).

38 DSA, art 17(3)(c).

39 Pietro Ortolani, ‘If You Build It, They Will Come The DSA “Procedure Before
Substance” Approach’ in Joris van Hoboken and others (eds), Putting the DSA
into practice (Verfassungsbooks 2023) <https://doi.org/10.17176/20230208
-093135-0>.
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Table 1
Non-exhaustive list of upload filtering tools.*”

Type of technology Description

Metadata screening
Blacklists
Hash databases

This can be the detection of information constituting the basic description of the file, such as its title, length, size, author, among many others.’
Involves a predefined list of banned words, phrases or specific documents that are flagged when uploaded.”

Involves creating a database of ‘hashes’, which are alphanumeric values assigned to specific data, such as content fragments (parts of images, text,
video, etc.).” When the exact content that was previously uploaded into the database is re-uploaded, it will match the hash in the database and
therefore be flagged.” However, minor changes to the content, such as altering a pixel of an image, may work to circumvent the detection tool.”

Watermarking Entails introducing specific data, such as barcodes, QRs or stamps to specific files, such as copyrighted works (e.g. films), which allows its detection
when uploaded.®
Fingerprinting Used to identify distinctive features within content, such as audio patterns, visual elements, or textual structure, that make it recognizable.” Unlike

hashing, it allows detection even when the content has been slightly modified. Fingerprinting can be applied to various media types, and aims to
either uniquely identify content or match altered versions to the original. Its primary goal is to prevent users from bypassing detection systems
through minor edits.®

Natural Language Processing Entails using technologies with capacity of conducting a syntactic or semantic analysis of text allowing detection beyond just matching specific

(NLP) words or phrases.’

Crowd-intelligence These techniques can turn useful to moderate content in real time, such as in the case of streaming. This can include examining the comments from
viewers to predict the likelihood of infringement from a streaming (e.g. detecting ‘clues’ relevant to what is meant to be detected, such as references
to names of athletes during sports streaming).'’

! Evan Engstrom and Nick Feamster, ‘The Limits of Filtering’ (Engine 2017) (https://www.engine.is/the-limits-of-filtering/) accessed 3 March 2025.

2 Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 40).

% Codecademy Team, ‘Hashing: What Is It and How Is It Used?’ (Codecademy Blog, 28 April 2023) (https://www.codecademy.com/resources/blog/what-is-hashing/)
accessed 3 March 2025.

4 GIFCT, ‘Insight: Advances in Hashing for Counterterrorism’ (GIFCT, 29 March 2023) (https://gifct.org/2023/03/29/advances-in-hashing-for-counterterrorism/)
accessed 3 March 2025.

5 Romero Moreno (n 28); Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 40).

® Romero Moreno (n 28).

7 Engstrom and Feamster (n 48); Romero Moreno (n 28); Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal
Policies (n 40).

8 Romero Moreno (n 28).

® Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 40).

10 Daniel Yue Zhang and others, ‘Crowdsourcing-Based Copyright Infringement Detection in Live Video Streams’, 2018 IEEE/ACM International Conference on Ad-
vances in Social Networks Analysis and Mining (ASONAM) (IEEE 2018) (https://ieeexplore.ieee.org/document/8508523/) accessed 14 February 2025.

47 Author’s own work.

2. Upload filters in social media and their impact on freedom of
expression

2.1. What are upload filters?

Upload filtering involves automatically and proactively pre-
screening user-generated content before publication. Its purpose is to
either allow, block, edit, comment on, prioritize, or summarize such
content.? Other actions that can be the outcome of this pre-screening
can include labelling of content or allowing copyright holders to
‘monetize’ the content unauthorizedly uploaded by third parties.*!
Different types of automated filters conduct this type of ex ante
moderation by applying predefined rules and leveraging their control
over the infrastructure that enables online content publication.*” While
they may help prevent the publication and spread of unwanted content,
such as illegal or harmful material, as well as content that may impact

4% policy Department for Citizens’ Rights and Constitutional Affairs and
Directorate-General for Internal Policies, ‘The Impact of Algorithms for Online
Content Filtering or Moderation - “Upload Filters™ (2020) PE 657.101.

41 Senftleben, Martin; Quintais, Joao Pedro; Meiring, Arlette; (n 33).

42 James Grimmelmann, ‘The Virtues of Moderation’ (2015) 17 Yale Journal
of Law and Technology 42.

the user experience—like spam—they can also introduce delays in
publication, impacting both publishers and the public.**

While ex ante moderation can also be done by human moderators,
the term ‘upload filtering’ refers to the use of automated tools for that
same task.”* The grounds for platforms’ decisions to use automated tools
for this pre-screening tasks emerge from the large volume of content
published on their services, as well as the economic and human costs of
hiring teams of human moderators,*® but can be further reinforced by
legal requirements to act promptly within very short timelines.*®

Social media platforms use a wide range of technical solutions for
their moderation processes. In that vein, no single technology inherently
qualifies as an upload filter. What defines an upload filter is not the

43 ibid.

44 ibid.

45 vaishali U Gongane, Mousami V Munot and Alwin D Anuse, ‘Detection and
Moderation of Detrimental Content on Social Media Platforms: Current Status
and Future Directions’ (2022) 12 Social Network Analysis and Mining 129;
Emmanuel Vargas Penagos, ‘ChatGPT, Can You Solve the Content Moderation
Dilemma?’ (2024) 32 International Journal of Law and Information Technology
eaae028.

46 Barral Martinez (n 13).
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technology used, but the point at which it is used. Since these technol-
ogies can also be used after publication, the crucial criterion for classi-
fying them as ‘upload filters’ is that they are applied before publication
takes place. A non-exhaustive list of the technologies applied can be
found in Table 1 below.

In practice, upload filters tend to be used for the detection of spam,
phishing, scams, and other types of content that may hinder the user
experience.“® Besides that, they are also used in copyright enforcement,
particularly by the implementation of filters that allow the detection of
content from the film, TV and music industries, as well as the live
streaming of sports. The two most salient technologies in this field are
Content ID, developed by YouTube and Audible Magic’s Automated
Content Recognition, both working with fingerprints of copyrighted
content.*® Furthermore, upload filters are also used very frequently in
counterterrorism activities, as well as in countering child sexual
exploitation. For the former, the biggest effort is a multiplatform data-
base: The Global Internet Forum to Counter Terrorism (GIFCT), which
runs a Shared Industry Hash Database.’® For the latter, companies use
hashing technologies, such as PhotoDNA, which checks uploaded con-
tent against a hashing database run by the National Center for Missing
and Exploited Children, and Google’s CSAI Match and Content Safety
APL°! which are described as being able to detect previously uploaded
and previously unseen content, respectively.>>

Examples of these uses can be seen in some of the transparency reports
published by platforms classified as Very Large Online Platforms (VLOPs)
under the DSA from 2023 onwards. For instance, X’s report of October
2024 says it scans content uploaded to its platform to detect hashes of
child sexual abuse images ;°° TikTok’s report covering July to December
2024 says uploads are first reviewed by their ‘automated moderation
technology, which aims to identify content that violates our Policies
before it is viewed or shared by other people on the platform or reported
to us’ ;°* Meta’s October 2024 reports for Instagram and Facebook do not
make reference to upload filtering, but as explained in Section I11,° they
disclose their use for detecting terrorist content in a report mandated by
TERREG. Furthermore, Google’s DSA report of February 2025 states that
they use Content ID to scan for copyrighted content and hashes for
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detecting child sexual abuse images and terrorist content.”®

2.2. A brief introduction to prior restraints

The use of upload filters, regardless of the technology or outcome,
constitutes an interference with freedom of expression. Indeed, the
ECtHR defines an ‘interference’ as any ‘formality, condition, restriction,
or penalty’ on this right,”” extending to actions by private parties with or
without state control.”® Similarly, the CJEU holds that platforms con-
ducting ‘prior review and prior filtering’ through automated tools are
liable to restrict online content dissemination, constituting a limitation
on Article 11 of the Charter.’” That said, the fact that interferences to
freedom of expression may emerge from private relationships does not
mean that the ECHR has a ‘horizontal’ effect. Instead, it merely entails a
State positive obligation to protect convention rights, including freedom
of expression, from interferences stemming from private action.®”

In that vein, upload filters can be seen as a form of prior restraint.
This type of interference with freedom of expression has taken various
forms throughout history. It has included systems of licensing or
permission, such as the book licensing laws enacted after the invention
of printing in the 15th century,’’ as well as systems for licensing
newspapers, and film licensing boards and requirements for adminis-
trative authorisation for distributing pamphlets or organising public
assemblies.®? It has also included different types of injunctions from
judicial or administrative bodies to prevent or suppress publications.®®
Licensing or permission systems would usually involve an administra-
tive review where an official decides whether to approve or reject a
publication or other type of communicative act, often without a hearing
or opposing arguments. The official may also be held responsible if the
approved content causes harm. On the other side, injunctions are issued
after an adversarial procedure takes place.®” There are two significant
impacts from this type of restriction that have been considered to be
liable to cause a chilling effect that discourages speakers from their
communicative act: first, it creates a burden of initiative on the speaker,
who has to apply for licenses or permits or file to vacate or modify the
terms of an injunction, and, second, it also entails a delay in the
communicative act.®® Moreover, beyond the potential chilling effects
that they may cause, prior restraints have also been considered to be
problematic because they constitute an ‘adjudication in the abstract’,
meaning that the assessment of publications is done before any actual
consequences manifest themselves, which involves some degree of
speculation and presumptions.®

In some jurisdictions outside Europe, prior restraints are considered
so dangerous that they are either banned or nearly impossible to apply.
A notable example is Article 13 of the American Convention on Human
Rights, which, influenced by U.S. doctrine, prohibits prior censorship,
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allowing only subsequent liability.%” In Europe, the ECtHR addressed
cases related to prior restraints as early as the 1970s°® but the first time
in which it explicitly examined their impact on freedom of expression
was in the 1991 case of Observer and Guardian v. the UK. Rejecting the
position held by international NGO Article 19 advocating for the U.S.
approach, the Court held that prior restraints are not expressly pro-
hibited by Article 10 ECHR, but their risks require ‘the most careful
scrutiny.’® This divergence in how the ECHR approaches prior re-
straints is central to the analysis in this article. Although major online
platforms were developed under the U.S. system, which treats prior
restraints with strong scepticism, operating in the EU requires compli-
ance with a framework where such measures may be permissible in
narrowly defined cases, subject to procedural safeguards. Notably, the
ECtHR has explicitly declined to adopt the U.S. approach to prior
restraints.

The Court did not strictly define prior restraints in the aforemen-
tioned case, but noted that they are implicitly allowed by Article 10’s
wording on ‘conditions,” ‘restrictions,” and ‘prevention.’’” Later case law
referred to them as ‘preventive restrictions’, covering measures taken
before a final ruling on a case.”! For the purposes of this article, and
considering upload filters’ specific features, prior restraints can be un-
derstood as preventive interferences on expression, imposed before such
expression takes place or before a final ruling on its legality, potentially
involving conditions, limitations, or prohibitions on dissemination.”?

In Observer and the Guardian v. the UK, the Court initially emphasized
that the careful scrutiny to be applied to prior restraints is particularly
relevant to those imposed on press publications, recognizing that the
perishable nature of news means delays can diminish its value and
public interest.”> However, ECtHR case law in the digital era has
extended this reasoning to ‘publications other than periodicals that deal
with a topical issue.’”* Moreover, another key differentiation brought by
the ECtHR when reviewing prior restraints in digital contexts is the in-
clusion of an assessment of whether ‘by rendering large quantities of
information inaccessible, they substantially restrict the rights of Internet
users and have a significant collateral effect.’”” This stance was adopted
by the ECtHR in Ahmet Yildirim v. Turkey, where it found a violation of
Article 10 ECHR after authorities imposed a blanket temporary ban on
Google Sites due to one allegedly unlawful page. In his concurring
opinion, Judge Pinto de Albuquerque outlined eleven criteria, based on
Council of Europe documents, for assessing the compatibility of internet
blocking laws with the Convention. These include defining who can be
targeted by blocking orders, who may issue them, the types (website, IP
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addresses, protocols, or certain usages like social media) and the scope
of orders (national, regional or global), their duration, the legitimate
aims under Article 10(2) justifying them, procedural safeguards,
assessment of proportionality and necessity, notification of the order
and its grounds, and judicial appeal. He also stressed that measures
should not affect those that are not de jure or de facto responsible for the
illegal publication and have not endorsed its content.”’® Formulated in
2012, which means that they may need to be updated to reflect the
evolving dynamics of upload filters on social media, which are shaped
by both public and private rule-making, with a heavy emphasis on pri-
vate enforcement, these criteria still serve as a useful point of reference
for evaluating current practices.”’

The principles set out by the previous case law formed the backdrop
for the Grand Chamber’s 2015 decision in Delfi AS v. Estonia, which
addressed the liability of an online news portal, Delfi, for failing to
promptly remove offensive user comments from its website. This judg-
ment, however, did not take into consideration the criteria set out by
judge Pinto de Albuquerque or the possible ways to adapt them to the
particularities of this case. The majority of the Court emphasized that
large commercial news portals are better equipped ‘to prevent or rapidly
remove’ hate speech than victims and that States may impose liability on
such websites if they fail to promptly remove clearly unlawful content,
even without prior notice.”® Since Delfi had a word-based filter, a
reporting mechanism, and content rules, the Court found it had not
‘wholly neglected’ its duties’® but noted that the mechanism ‘failed to
filter out odious hate speech and speech inciting violence’, leaving it
online for six weeks despite the fact that most of the content ‘did not
include sophisticated metaphors or contain hidden meanings or subtle
threats’.*°

Early commentary on the case highlighted internal tensions within
the Court, as seen in its concurring and dissenting opinions.®’ Three
concurring judges warned that liability for failing to ‘prevent’ unlawful
comments would require automated or manual pre-monitoring,
disproportionately restricting expression.® Two dissenting judges
argued that a duty to remove offensive content immediately after being
posted, without actual knowledge of their existence, incentivized con-
stant monitoring and preemptive moderation, amounting to a blanket
prior restraint.®* They also criticized the majority for failing to assess the
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quality of the filtering mechanism, merely assuming it should have been
simple but had failed, without deeper analysis on issues such as whether
the system used was state-of-the-art, whether platforms should be
required to implement the most advanced filtering technologies, and
whether liability should still apply if they had done so.**

Less than a year later, the Fourth Section of the ECtHR, which
included both the dissenting judges and one of the concurring judges
from Delfi AS v. Estonia, delivered a judgment incorporating some of
these concerns by reasoning that assuming that companies should expect
that some unfiltered comments would be in breach of law would require
‘excessive and impracticable forethought capable of undermining
freedom of the right to impart information on the Internet.’> While the
Court has not addressed these principles in relation to the liability of
social media platforms, it has noted that the commercial scale of services
may allow for more stringent obligations in the hands of
intermediaries.*®

2.3. The characteristics of upload filters as prior restraints

There are several factors relevant to the classification of upload fil-
ters as prior restraints. When looking into this, it is important to note
that the ECtHR has noted that regulations on the Internet ‘undeniably
have to be adjusted according to the technology’s specific features in
order to secure the protection and promotion of the rights and freedoms
concerned.”®’ In other words, while upload filters may share some
crucial similarities with offline prior restraints, their classification
within that category should also pay regard to the specific features of
that technology and the different contexts in which it is applied, such as
social media.

First, as upload filters are a type of ex ante moderation, the outcome
of their screening may result in different types of interference with
content. Under the DSA’s definition, moderation includes ‘measures
taken that affect the availability, visibility, and accessibility of that
illegal content or that information, such as demotion, demonetisation,
disabling of access to, or removal thereof, or that affect the ability of the
recipients of the service to provide that information, such as the
termination or suspension of a recipient’s account.’®® In that sense,
upload filters would fall under the definition given to prior restraints in
the previous sub-section, namely preventive interferences on expression
before it takes place and involving different types of conditions, limi-
tations, or prohibitions on dissemination. In addition to this, it has been
argued that the fact that they constitute a restriction on content before a
judicial decision is taken is what turns them into prior restraints.®’

Second, upload filters are similar to traditional prior restraint
mechanisms in the sense that they can include a delay element. They are
different from an administrative licensing body but closer to judicial
proceedings for injunctions on publications. Instead of applying for
permission to publish, users are uploading content without necessarily
expecting it to be restricted in any way, but submitted to pre-screening
to spot potential violations and to decide on the measure to apply
against them. Automated tools are self-executing and work immedi-
ately,”® which means that there would not be any delay in the adjudi-
cation process. However, a separate issue arises when they erroneously
flag unharmful or legitimate content as harmful or illegal, which must go

84 ibid, para 36.
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through an appeals process to ‘vacate’ the filter’s decision.”! During that
procedure, delays may arise and, regardless of their length, issues under
the ECtHR’s case law would ensue when the decision is to disallow
content as the view is that even ‘a short period’ may deprive a publi-
cation ‘of all its value and interest’.”? Similarly, delays may also arise if
the automated filter acts as a form of triage for humans making the final
decision on the validity of publications before making them available.””
A result of this is that the public debate misses different voices and
perspectives, making it less plural.”*

Third, upload filters resemble traditional prior restraints by placing
the burden of initiative on users who wish to challenge filtering de-
cisions, similar to those seeking to vacate injunctions. Users must acti-
vate appeals processes and provide arguments, which may be difficult
due to a lack of knowledge about freedom of expression safeguards.””
Since these processes are part of platforms’ private systems, they vary
across platforms, leading to uncertainty and requiring specialisation.”®
Unlike ex post moderation, where content is initially available and not
subject to interferences, in the context of upload filters, unless and until
the burden of initiative is taken, the content would have always been
subject to an interference (e.g., removal, demonetization, labeling, or
demotion). Actions not entailing removal, such as demonetization or
demotion, also remain in effect until a successful appeal reverses them,
meaning that they also bear a burden of initiative.

Fourth, as De Gregorio has argued, the way in which platforms
govern their digital spaces within Europe is of ‘autonomous quasi-public
functions without the need to rely on the oversight of a public authority’
for determining the legality of speech.”” Under the ECHR framework,
the State has a duty not to unduly censor speech alongside a positive
obligation to implement protective measures ‘in the sphere of relations
between individuals’.”® In that sense, the fact that upload filters operate
in the private sphere does not remove protections against them in the
ECHR framework in the sense that the State must establish adequate
safeguards to protect against undue interference on freedom of expres-
sion in the private sphere.

Fifth, and in connection to the last point, upload filters are measures
that would require a degree of active monitoring by these private bodies.
According to Frosio, in principle, ‘to filter unwanted content, all content
must be monitored’.”” Looking at this in more detail, at least at EU level,
there can be different levels of monitoring, such as: i) general screening
of all the content to find all sorts of illegal material; and ii) general
targeted screening, aiming to identify specific types of illegal content
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previously identified by courts, other authorities or by third-parties.'*°
Other variations may include limited monitoring, such as random
checks, targeted monitoring of specific users or IP addresses suspected of
illegal activity, or time-restricted monitoring aimed at detecting specific
content.'’! In any case, monitoring involves data collection and sur-
veillance of users, which is seen as an interference with privacy, and may
also cause a chilling effect.'’? For that reason, monitoring without
adequate limitations and safeguards to its proportionality can turn into a
violation to privacy and freedom of expression.'*®

Sixth, although it is possible to argue that moderation by social
media platforms stems from the exercise of freedom of expression by
these companies, under Article 10 this right entails ‘duties and re-
sponsibilities’. Although they have not yet been dealt with at the ECtHR,
that Court has recognised that social media networks ‘necessarily have
certain obligations’.'*

Finally, upload filters have a heightened potential risk of collateral
censorship in comparison to traditional non-digital prior restraints. It
could be argued that the risks of filters would be lower if companies use
technologies with low error rates. However, given the large scale of
content published online, even low percentages in error rates can mean
millions of publications being affected.'”® For example, Meta’s
Enforcement Report for October-December 2024 states that the com-
pany took action on 66.6 million pieces of content under its policy on
adult nudity and sexual activity on Facebook. Of those, 3.1 million were
appealed, and 1.39 million were ultimately restored, 92,700 without an
appeal and 1.3 million following an appeal. 196 This issue of scale arises
in both ex ante and ex post applications of automated tools, but is more
acute in the former, as it can suppress millions of publications before
they ever see the light of day,'?” with the likelihood of causing a ‘sig-
nificant collateral effect’ that would surely be unacceptable under an
ECtHR lens.'’® This problem reflects a broader dilemma: algorithmic
moderation failures can result in both over-removal of legitimate con-
tent and over-allowance of harmful material.'”> On one side, for
example, one academic study showed that transgender and Black users
are disproportionately affected by removals, which often target content
that expresses identity or falls into grey areas.''’ This raises discrimi-
nation concerns under Article 14 ECHR and Article 21 of the Charter,
and threatens pluralism, which the ECtHR has underpinned as a
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democratic value linked to the respect for cultural, ethnic, and ideo-
logical diversity.''! An example on the other side relates to reports
showing that Facebook’s moderation failures contributed to the spread
of content linked to the Rohingya genocide in Myanmar.''? In that
sense, the ECtHR has stressed that freedom of expression does not pro-
tect calls to violence or hate''® and that States have a positive obligation
to ensure a safe space for all to participate in public debate without
fear.''* An inadequate approach to either side would run counter to the
DSA’s stated objective of ensuring a ‘safe, predictable and trusted online
environment’, as articulated in Article 1(1) of the Regulation.

3. Upload filters under EU secondary legislation

On 26 March 2019, ahead of the closure of the debate on the largest
copyright reform the EU had seen in nearly twenty years, the Vice
President of the Commission, Andrus Ansip, took the microphone to
state: ‘Many speakers spoke about upload filters today. To be clear,
upload filters are not mentioned in the text of the directive, but as we all
know they are already used by big platforms. Voting down the directive
will not take away upload filters. The directive will, on the contrary, give
our citizens of the [sic] right to ask for reuploads and contest removals of
content that they should be able to upload.’''® This moment was the
culmination of a complex process, marked by intense lobbying from big
tech, citizen protests, and skepticism from the UN FoE Rapporteur over
the prospect of mandating upload filters to prevent copyright
infringements.'®

Despite being a turning point in the legislative debates around up-
load filters, the Copyright Directive is not the sole piece of legislation
concerning this issue. Upload filters have been debated at the EU level
for years, with the stance gradually shifting from a relatively skeptical
position to a more accepting approach. Within that context, there has
been a progressive departure from the principle of ‘no monitoring
obligation” towards responsibility regimes in which proactive moni-
toring can become relevant, if not mandatory, to avoid liability of
platforms for third party content.''” Interestingly, during the legislative
process of the DSA, the LIBE committee proposed banning hosting
providers from using ‘ex-ante control measures based on automated
tools or upload-filtering,” except for detecting bots or content previously
classified as manifestly illegal by a judicial authority or qualified staff.
This exception required sufficiently reliable technology that minimizes
errors and does not block legal content. The committee also proposed
mandatory human review of removal decisions by upload filters, with
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moderators trained in legal and human rights standards, ensuring fair,
transparent, and non-discriminatory moderation.''® However, the final
version of the DSA did not adopt this position and does not make explicit
reference to upload filters. Instead, upload filters are allowed or
mandated in different layers of the existing legislation.

In this regard, this section will first examine whether upload filters
can be mandated under EU law. It will then explore whether platforms
are allowed to voluntarily implement upload filters and, if so, what rules
govern their application within the EU legal framework.

3.1. The rules for mandatory upload filtering

3.1.1. The general rules on mandatory upload filtering

For over twenty years, the main rules for upload filtering were
established in the 2000 E-Commerce Directive, particularly those
related to internet intermediaries’ liability for third-party content.''”
Following that moment, several pieces of CJEU case law have shaped the
interpretation of these rules throughout the years. These are rules that
establish a ‘safe harbour’ for online platforms to avoid liability for the
illegality of content uploaded by their users to their services. It allows
them to avoid being ‘exposed to most forms of liability in the domestic
law of the Member States, if they behave in a prescribed way.”'?° To
avoid repetition, and especially because the DSA replicates the wording
and sense of this part of the E-Commerce Directive, this section does not
explain the text of the latter in detail. Instead, it is centred on the DSA,
which applies as the general framework since February 2024.%!

The existing rules include a differentiation between three categories
of internet providers: those engaged in ‘caching’, ‘mere conduit’ and
‘hosting’ providers. The two first categories cover services that only
transmit or temporarily store content and therefore are subject to min-
imal and technical rules for liability of third party content.'?* ‘Hosting
providers’, which include social media platforms, app stores and mar-
ketplaces, are subject to a stricter regime.'?* They are exempt from li-
ability for third-party content only if they lack actual knowledge of
illegal activities or content on their services. However, once they
become aware of such content, they must act expeditiously to remove it
or disable access to maintain their exemption. In addition to this, the
CJEU has established that, in order to retain these protections, platforms
must play a neutral role in relation to the illegal content, meaning that
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‘its conduct is merely technical, automatic and passive, pointing to a lack
of knowledge or control of the data which it stores.’' **This, at the same
time, means that platforms would be considered as having actual
knowledge if they play an ‘active role’.'* In that sense, the Court has
considered that online sales platforms can be considered as playing an
active role if they provide ‘assistance which entails, in particular, opti-
mising the presentation of the offers for sale in question or promoting
those offers.’'?® The CJEU has also specified that implementing ‘tech-
nological measures aimed at detecting’ illegal content does not turn the
role of platforms into an active one.'?’ Furthermore, the DSA introduced
a provision clarifying that ‘actual knowledge’ can be obtained through
notices from users.'?

These rules for immunity for third-party content are coupled with a
prohibition on Member States imposing general monitoring obliga-
tions, % which could be seen as a safeguard against mandatory filtering.
Such a mandate, initially provided for in Article 15 of the E-Commerce
Directive, and now incorporated in Article 8 of the DSA, has been one of
the most central points of academic debate and litigation at the CJEU.

In that vein, when interpreting this prohibition, the CJEU has
considered that EU law cannot require platforms to implement filtering
mechanisms that actively, indiscriminately and preventively monitor all
user-stored content, solely at the platform’s expense, for unlimited pe-
riods, to detect musical, cinematographic, or audiovisual works.'*° Ac-
cording to the CJEU, Member States cannot impose monitoring
obligations requiring permanent and costly automated systems that
could interfere with the platform’s freedom to conduct business pro-
tected under article 16 of the EU Charter.'*! In that same line, the Court
has also noted that authorities must put into balance the rights of the
party affected by the content (e.g. intellectual property), the rights of the
publisher (e.g. freedom of expression), the right of the platform to
conduct its business, and the rights of the platform’s users, such as
privacy and freedom to receive or impart information.'>?

Additionally, the CJEU has established that any filtering mechanisms
must be capable of distinguishing between lawful and unlawful content
because the opposite would turn into an unacceptable interference to
freedom of expression.'®® In this context, measures directed at specific
users or sellers engaging in repeated infringements are permitted, as
long as they balance effectiveness and deterrence without creating
barriers to legitimate trade and do not require active monitoring of all
platform activity. 134

Furthermore, the CJEU has decided that national courts are allowed
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to, once an infringement has been determined, issue court injunctions to
prevent future infringements as long as they are targeted, ‘fair and
proportionate’, and not ‘excessively costly’.'

In addition to this, relying on Recital 47 of the E-Commerce Directive,
which states that the prohibition on general monitoring does not apply to
monitoring obligations ‘in a specific case,” the CJEU has established that
platforms can, in some cases, be required by court injunctions to prevent
the dissemination of content that is not only ‘identical’ to material pre-
viously declared unlawful but also has an ‘equivalent meaning,” ‘irre-
spective of who requested the storage of that information.’**°

These developments from the CJEU have expanded the interpreta-
tion of ‘no general monitoring’ obligation into one in which ‘the gen-
erality or specificity of the monitoring is not determined by what is
being monitored, but by the objective of the monitoring’.'*” This is
problematic because it implies that, even if it is just to find specific
infringing content, all content must pass through the filtering
mechanism.*®

To ensure balance, the CJEU also established that ‘equivalent in-
formation” must be properly identified in the injunction ordering the
platform to prevent its dissemination. This includes details such as ‘the
name of the person concerned by the infringement determined previ-
ously, the circumstances in which that infringement was determined,
and equivalent content to that which was declared to be illegal.’'*°
Furthermore, the CJEU has stated that platforms should not be required
to ‘carry out an independent assessment’ to determine the equivalence
of content.'* In this context, ‘independent assessment’ refers to plat-
forms being tasked to make their own legal judgments on the content,
something that the CJEU considers as avoided when platforms have
‘recourse to automated search tools and technologies.’**! In that sense,
the Court has given preference to the use of automated filters in these
circumstances without giving details of what characteristics would make
the tool adequate, something that can be problematic because filters
may present difficulties determining lawful uses of those potential re-
infringements, for example journalistic or academic commentary.'**
Additionally, by saying that the use of automated tools is enough to
consider that the platform is not conducting an ‘independent assess-
ment’ seems to ignore that platforms are the ones who must introduce
the criteria used by the filters to identify content. This is a process
involving several legal and technical interpretations and decisions by
the platform in the design and programming of the filter. Despite not
making a case-by-case direct analysis, the way in which platforms ex-
ercise control over the filter makes them in charge of carrying out their
own assessment on how to interpret and operationalize the injunction.

While the CJEU’s interpretation of the prohibition on general
monitoring obligations remains unchanged, it remains to be seen
whether Recital 30 of the DSA may influence a change of perspective.
Recital 30 points to the allowance of monitoring obligations monitoring
in specific cases and compliance with national orders under EU law, but
introduces nuances that might influence future interpretation by the
CJEU. It states that platforms should not be subject to general moni-
toring obligations, either de jure or de facto, nor to general proactive
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duties to address illegal content. While its wording does not depart from
earlier complications introduced by the CJEU, it may support arguments
for narrowing monitoring duties in the future.

These possibilities for imposing orders for specific monitoring are
partly reflected in Article 9 DSA, which establishes the possibility for
administrative or judicial authorities to enact orders for platforms ‘to act
against one or more specific items of illegal content’. These orders must
establish their legal basis, an explanation of why the content is deemed
to be illegal, the issuing authority, details of where to locate the content
(such as URLs), information on redress mechanisms available, their
territorial scope, and, where applicable, details on the authority moni-
toring compliance. Additional standards for orders for the removal of
certain content constituting violence against women were recently
introduced by the VAW Directive.'*®

3.1.2. Article 17 of the copyright directive as a lex specialis provision on
mandatory upload filtering

The Copyright Directive establishes a liability regime under which
platforms qualifying as ‘online content-sharing service providers’
(OCSSPs) can be held responsible for copyright infringement committed
by their users unless they implement a series of ‘best efforts’ against such
infringement. OCSSPs are platforms operating with the main purpose of
storing and providing public access to large amounts of copyrighted
content that’s uploaded by their users, which they organize and promote
for profit.'** Senftleben et al. note that, although relatively unclear in
wording, ‘it is safe to assume that certain large-scale platforms, espe-
cially platforms with video-sharing features (e.g., YouTube, Facebook,
Instagram)’ fall under this definition.'*> The regime established under
Article 17 of this Directive mandates that platforms obtain authoriza-
tion, such as licensing agreements, from copyright holders to avoid li-
ability for providing access to content uploaded by their users. For
instance, if a user uploads a video featuring a song by Shakira without
being Shakira or someone authorized by her, the platform may be held
liable for an unauthorized communication to the public of that song,
unless the platform itself has secured a license for the content in ques-
tion. If the platform lacks a license, it can avoid liability by making ‘best
efforts’ and following ‘high industry standards of professional diligence’
to ‘ensure the unavailability’ of works for which rightholders have
provided ‘relevant and necessary information,’'*® as well as to prevent
their future uploads.'*” For example, if Shakira or her representatives
have previously identified certain songs as material that should be made
unavailable due to a lack of authorization, and a user later attempts to
upload one of those songs without permission, the platform must apply
‘best efforts’ to ensure that the content is not made available. Com-
mentary on this part of the Directive has noted that, although it does not
explicitly include the Commission’s original proposal to apply ‘content
recognition technologies,” its wording can only be interpreted as
requiring upload filtering mechanisms.'*® Regardless of the technol-
ogy’s good intention to protect copyright, it can be subject to abuse. For
instance, in 2021, media reports described how a police officer began

143 yAW Directive, art 23.

144 Copyright Directive, art 2(6).

145 genftleben, Martin; Quintais, Joao Pedro; Meiring, Arlette; (n 33).

146 Copyright Directive, art 17(4)(b).

47 ibid, art 17(4)(c).

148 Joao Pedro Quintais and others, ‘Safeguarding User Freedoms in Imple-
menting Article 17 of the Copyright in the Digital Single Market Directive:
Recommendations from European Academics’ (2020) 10 Journal of intellectual
property, information technology and electronic commerce law 277; Romero
Moreno (n 28); Senftleben, Martin; Quintais, Joao Pedro; Meiring, Arlette; (n
33).
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playing ‘Blank Space’ by Taylor Swift aloud while he was, at the same
time, conducting a proceeding to allegedly limit a demonstration for
police reform in Oakland. When questioned by activists, the officer
responded, ‘You can record all you want. I just know it can’t be posted to
YouTube.’'* Beyond the cleverness of the police officer’s strategy, his
actions can be seen as limiting the capacity of the demonstrators to post
information and opinions about his conduct as an official, an issue that
has been considered a matter of public interest.'’

The CJEU examined the validity of Article 17 of the Copyright
Directive in an action for annulment filed by the Polish government. It
concluded that, indeed, the wording of that provision obliges platforms
to conduct prior reviews of content that ‘depending on the number of
files uploaded and the type of protected subject matter in question’ may
require the use of upload filters.'>! The CJEU saw this requirement as a
limitation of rights under Article 11 of the Charter,'>? but considered
that it was not disproportionate. It noted that the obligation for pre-
venting availability of unauthorised content is merely one of ‘best ef-
forts’ while the obligation of protecting lawful content ‘prescribes a
specific result to be achieved.’'®® This is complemented by non-binding
guidance from the Commission, mandated by Article 17(10), which
states that platforms only have to screen for ‘manifestly infringing’
content.'>* Furthermore, the CJEU also underpinned that Article 17
included safeguards allowing that lawful content remains available,
including mandatory exceptions for quotation, criticism, and parody, >
the absence of a general monitoring obligation,'°® and remedial safe-
guards explained in Section IV. Against this background, and based on
the AG opinion in this case, there is commentary proposing that content
not ‘manifestly infringing’ would be subject to a ‘presumption of
lawfulness’ and that platforms must not limit themselves to afford ex
post safeguards (i.e. complaints, redress, review) but also ex ante mea-
sures, for example limiting the application of unreliable filtering tech-
nologies that fail in conducting contextual assessments. >’

Article 17 has a less stricter regime, which would not demand upload
filtering, for relatively young and small platforms with less than three
years of existence, with annual turnover below EUR 10 million and
average monthly unique visitors below five million. However, since
these companies will eventually be required to fully comply with Article
17, they will be at a competitive disadvantage compared to big tech
companies with greater financial resources, something that may, at the
same time, push them to implement upload filters from an early point in
their existence,'®
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Copyright in the Digital Single Market” COM/2021/288 final.
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(n 12), para 87; Copyright Directive, art 17(7).

156 Republic of Poland v European Parliament and Council of the European Union
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(2022) 13 European Journal of Risk Regulation 191.
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Academic commentary has emphasized that this article complements
the DSA’s obligations.'* Quintais and Schwemer note that Article 17(3)
of the Copyright Directive creates a separate liability regime for copy-
right protection, exempting it from the DSA’s liability regime. Further-
more, Article 8 DSA’s preclusion on general monitoring remains intact.
Beyond that, as those authors note, both regimes are complementary in
the sense that the DSA offers horizontal rules that address areas not
covered by Article 17 and guide Member States where Article 17 allows
discretion, mainly through procedural safeguards and foundational
principles for intermediary regulation.'®® Senftleben notes that the
DSA’s adoption was an opportunity to refine the EU approach to pro-
tecting human rights affected by algorithmic filtering. However, he
considers that there is a ‘surprising’ reliance on user complaints to
activate those safeguards.161 However, as argued in subSection 4.2, the
integration of procedural human rights standards shapes how upload
filters are internally implemented within the moderation cycle.

3.2. The rules for voluntary upload filtering
3.2.1. The general rules on ‘voluntary’ upload filtering

3.2.1.1. Freedom to filter. In Article 7, the DSA provides that platforms
are allowed to implement ‘voluntary own-initiative’ measures to detect,
identify and remove illegal content as long as they are done ‘in good
faith and in a diligent manner’. Furthermore, Quintais and Schwemer
argue that Article 7 DSA may complement Article 17 of the Copyright
Directive in the sense that voluntary measures may go beyond the ‘best
efforts’ required by the latter, as long as they comply with the safeguards
set in Article 17(7)-(9).'°”

Although the purpose of this article is not to provide a comprehen-
sive comparative analysis between EU and US legislation on the subject
matter, it should be noted that Article 7 DSA has been seen as the
embodiment of the Commission’s intention to make an EU transplant of
the ‘good samaritan’ protection given in Section 230(1)(c) of the US
Communications Decency Act.'®® However, there is academic com-
mentary at EU level noting the differences between both provisions and
signalling possible risks for overcompliance that it may bring.

The US provision allows platforms to take voluntary actions in good
faith ‘to restrict access to or availability of material’ considered
‘obscene, lewd, lascivious, filthy, excessively violent, harassing, or
otherwise objectionable’ by the platform or an user, ‘whether or not
such material is constitutionally protected’. 164 On the other hand,
Husovec notes that Article 7 is just a codification of CJEU’s case law that

159 Quintais and others (n 158); Quintais and Schwemer (n 167); Alexander
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had already noted that companies do not lose neutrality if they take
technological measures to detect illegal content.'®”

The ‘good samaritan’ protection in the US has been considered
relevant for platforms as it allows them to ‘experiment with proactive
measures’ without ceasing to be considered ‘neutral’ when moderating.
As such, this rule is seen as an incentive for moderation because ‘com-
panies would, on the whole, try harder to weed out bad content if those
efforts didn’t expose them to legal risk.”'°® However, this provision has
also faced criticism because it gives ‘nearly unlimited discretion to
remove with impunity’ any ‘objectionable’ content as long as it is done
in ‘good faith’, a concept that, at the same time, has been interpreted
broadly by US Courts.'®” In the context of Article 7 DSA, Frosio & Geiger
have considered that, while this provision clarifies that voluntary
measures for content moderation do not affect platforms’ liability ex-
emptions, it may also lead to overenforcement and negative effects on
freedom of expression.'°® As these authors note, by ensuring legal cer-
tainty for platforms, the provision might incentivize excessive content
removal, as platforms can avoid liability by taking down content rather
than risking legal disputes.

In addition to the commentary by the mentioned authors, it is worthy
to note that Article 7 of the DSA differs from Section 230 in several key
aspects. First, while Section 230 refers only to restricting access to
content, Article 7 encompasses broader actions, including detecting,
identifying, and removing content, as well as ensuring compliance with
EU and national laws. This broader reach could grant platforms greater
discretion in how they identify and manage content. Second, whereas
Section 230 applies to ‘objectionable content,” Article 7 is limited to
‘illegal content,” which requires legal interpretation and could pressure
platforms to over-remove content to avoid liability. Additionally, Article
7 does not explicitly protect good faith content removal based on terms
of service; this aspect is only suggested in Recital 26."°° Finally, Article 7
imposes a stricter standard by requiring platforms to act not only in
‘good faith’ but also ‘in a diligent manner.” Recital 26 hints that dili-
gence entails using sufficiently reliable automated tools to minimize
errors, which may imply an expectation of state-of-the-art technology
and allowing discretion on whether these tools are employed proactively
or reactively. Furthermore, as Husovec notes, the DSA does not create an
immunity regime but instead ensures that existing liability exemptions
remain.’’’ He does note, however, that the strong risk-mitigation re-
quirements in hand of VLOPs makes it difficult to consider that measures
can actually be considered ‘Voluntary’.171 Indeed, Article 35(1)(c) es-
tablishes that one of the possible risk-mitigation strategies that VLOPs
can deploy includes adapting the ‘speed and quality of processing no-
tices related to specific types of illegal content and, where appropriate,
the expeditious removal of, or the disabling of access to, the content
notified, in particular in respect of illegal hate speech or cyber violence.’
In that sense, the attempted transplant made by the EU legislature has
different implications from those of its source of inspiration, triggering
certain risks of overcompliance.

165 Martin Husovec, Principles of the Digital Services Act (1st edn, Oxford Uni-
versity Press 2024) <https://academic.oup.com/book/58088> accessed 23
March 2025, p 112.

166 Daphne Keller, ‘Internet Platforms: Observations on Speech, Danger, and
Money’ (Hoover Institution’s Aegis Paper Series 2018) 1807 <https://www.
hoover.org/sites/default/files/research/docs/keller webreadypdf final.pdf>.
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Solutions Student Note’ (2022) 2022 Cardozo Law Review De-Novo 58.
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169 <[_.lit is appropriate to clarify that the mere fact that the providers take
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bility set out in this Regulation.’, DSA, Recital 26.
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This should, however, be read in line with Article 14(4), which
mandates that all restrictions should be applied in a ‘diligent, objective
and proportionate manner’ with due regard to the fundamental rights at
stake in each case. The text of this provision raises several debates in
legal scholarship, with an ongoing debate on whether it creates a hori-
zontal application of freedom of expression between platforms and their
users.'”> However, as Wendel explains, even if this provision is not a
legal basis for such horizontal effect of the rights in question, this does
not imply that those rights do not have such effect by themselves in this
context. Wendel argues that freedom of expression is among those rights
that fulfil the criteria of CJEU’s case law on the horizontal application of
rights as it is sufficient in itself and confers an individual right that can,
by its very own nature, imply a corresponding obligation in the hands of
another private party. This is reinforced by the fact that, as Wendel also
notes, private platforms ‘enjoy structural superiority’ over their users in
the exercise of freedom of expression online.'”* Furthermore, it should
be noted that the DSA links the protection of rights with the principle of
consumer protection,'”* which under CJEU’s case law affords critical
importance to bringing balance in a relationship in which ‘the consumer
is in a weak position vis-a-vis the seller or supplier, as regards both his
bargaining power and his level of knowledge’.!”® Having said that, it is
also important to note that Article 54 of the DSA establishes that plat-
forms are liable for any damages suffered by users due to infringements
of obligations established in this Regulation.

3.2.1.2. Commitments to filter?. The DSA establishes a co-regulatory
framework in which the European Commission and the European
Board for Digital Services (the Board) are tasked with encouraging
platforms to adopt voluntary codes of conduct to support the imple-
mentation of that Regulation.'”® Most of the language on the enforce-
ment of these codes of conduct is relatively soft, as the Commission and
the Board are only tasked with ‘facilitating’ their drafting,'”” ‘inviting’
VLOPs to participate in the process if there are significant risks emerging
from their mandatory risk assessments,'”® ‘assessing’ whether the codes
meet the purposes of the DSA,'”° ‘monitoring and evaluating’ compli-
ance,'®® and ‘inviting’ platforms to take ‘necessary action’ in cases of
‘systematic failure’ to comply.'®' The DSA introduces additional mea-
sures to ensure that VLOPs comply with the codes of conduct, including,
among others, annual independent audits that evaluate their commit-
ments under these instruments'®” and the establishment of internal
compliance offices tasked, among other duties, with ensuring adherence
to the codes.'®® Despite this amicable language, as Husovec notes, ‘the
pull to join is powerful’ and the wording seems to indicate the possibility
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of impacting VLOPs risk-assessment and mitigation obligations.'®*

There are two codes of conduct that have been adopted following the
DSA’s adoption that are relevant for the scope of this article. One is the
2022 Code of Practice on Disinformation, which does not include direct
reference to upload filtering, but some commitments may be vague
enough to allow filtering, such as ‘avoiding the publishing and carriage
of harmful disinformation to protect the integrity of advertising sup-
ported businesses’'®® or implementing ‘proportionate policies to limit
the spread of harmful false or misleading information’.'®® Such vague-
ness is not complemented with rules limiting the application of filtering
measures.'®” The second one is the 2025 Code of conduct on countering
illegal hate speech online +.'*® This instrument seems to have a more
limited approach, only focusing on the expeditiousness of platforms’
processes to respond to notices by users or trusted flaggers.

3.2.2. Lex specialis provisions on voluntary upload filtering

Article 7 DSA strongly incentivizes platforms to adopt upload filters,
which, along with lex specialis provisions, may make them a common
compliance practice. This poses challenges to freedom of expression, as
users’ content is constantly screened for potential limitations. Addi-
tionally, common practices can later become regulatory requirements,
as seen with Article 17 of the Copyright Directive, which, as Dusollier
notes, turned YouTube’s voluntary use of ContentID into a legal
obligation. '’

The following paragraphs refer to legal provisions within the EU
legal framework that, despite not making the use of upload filters
mandatory, are worded in a way that could incentivize their voluntary
use.

3.2.2.1. The audiovisual media services directive. The most recent
version of the Audiovisual Media Services Directive introduced new
obligations for ‘video-sharing platform services.” These are platforms
which primarily, or through a dedicated service, provide programs or
user-generated videos to the general public without editorial control
over the content, organizing them through means that may include al-
gorithms or automation.’®® Article 28b of this Directive provides that
platforms must ‘take appropriate measures’ to protect minors from
content that may harm their development, and the general public from
content inciting violence or hatred, as well as from content related to
certain criminal offenses, including terrorism, child sexual abuse ma-
terial, and racist or xenophobic material.'®! Article 28b(3) explains that
‘appropriate’ is something to be determined ‘in light of the nature of the
content in question, the harm it may cause, the characteristics of the
category of persons to be protected as well as the rights and legitimate
interests at stake’ and that, for the protection of minors, ‘the most
harmful content shall be subject to the strictest access control measures.’
It further provides a non-exhaustive list of measures that can be
considered ‘appropriate’, such as flagging mechanisms for users, age
verification mechanisms and parental control mechanisms, among
others. While this list of measures does not include upload filters, Article
28b(6) allows Member States to impose ‘stricter measures’ than those
enlisted. As Orug notes, despite the fact that Article 28b says that its
application should not disregard the prohibition on general monitoring,
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it is difficult to establish which measures can be ‘stricter’ without
constituting ex ante moderation.'°? Furthermore, a 2021 report con-
ducted by Deloitte for the Commission’s Directorate-General for Com-
munications Networks, Content and Technology on the implementation
of the AVMSD noted that platforms are increasingly relying on ex ante
‘Al-driven filters to detect and filter the most problematic content’
despite them not being mandated by this Directive.'®® Moreover, a re-
view conducted by Cole and Etteldorf points out that Member States
who introduced ‘stricter’ measures (Finland, Germany and Sweden) did
not focus on the type of measures but instead on expanding the duties of
platforms for them to act against content criminally sanctioned under
national law.'**

3.2.2.2. TERREG. Article 3 of TERREG provides that national author-
ities can mandate platforms to remove ‘terrorist content’ within one
hour of receiving the order to do so. Furthermore, Article 5(4) estab-
lishes that national authorities can designate platforms as ‘exposed to
terrorist content’ when they had received at least two of those orders in
the previous 12 months. Such designation activates an obligation by
platforms to take ‘specific measures’. Although the possible measures
enlisted in Article 5(2) are focused on ex-post review and flagging
mechanisms, and Article 5(8) establishes that there’s no obligation to
use automated tools or to conduct general monitoring, Articles 5(2)(c)
and 5(2)(c) allow any other ‘mechanisms to increase awareness’ and
‘any other measure’ considered ‘appropriate’ by the platform ‘to address
the availability of terrorist content’. Furthermore, Recital 25 of TERREG
hints that platforms can deploy automated tools ‘if they consider this to
be appropriate and necessary to effectively address the misuse of their
services for the dissemination of terrorist content.” The final version of
TERREG does not include a provision originally proposed by the Com-
mission, which aimed to require platforms to take ‘specific proactive
measures’ for ‘preventing the re-upload of content which has previously
been removed or to which access has been disabled because it is
considered to be terrorist content.’?°

However, in practice, platforms apply upload filters for compliance
with this legislation. This can be seen in transparency reports mandated
by Article 7 TERREG, the most recent of them published in February
2025. For instance, Google’s report claims they use ‘machine learning
technologies’ to ‘detect re-uploads of violative content, in many cases
before it is widely viewed by users’ ;'°° Meta’s reports for Instagram and
Facebook say they use ‘media matching’ to prevent re-uploads that they
have previously detected and hashes from GIFCT and note that both
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technologies allow that terrorist ‘content intended for upload’ ‘never
reaches’ their platforms ;'°/ TikTok’s report says they use computer
vision models, text-based technologies, such as blacklists or NLP tools,
and hashing technologies.'”® Although this report does not signal if
TikTok uses these technologies ex ante, their DSA report mentioned
above serves as clarification that they do.'"’

Furthermore, as Coche’”’ notes, there is a risk of over censorship in
compliance with TERREG because of its broad definition of Terrorist
content, as well as the possibility brought by Article 4(7) for platforms to
remove content based on their terms of service, even if that content was
previously misclassified as illegal. Such discretion in the hands of plat-
forms may allow them to apply filtering for issues beyond what is
required by law.

3.3. Filtering of lawful content

The legal framework at EU level is not limited to establishing rules on
upload filtering against illegal content. Instead, it allows platforms to
establish terms and conditions as the basis for restrictions to user
generated content in their services. This is evident in the aforemen-
tioned article 4(7) of TERREG, but also in the definition of ‘content
moderation’ given by the DSA, which refers to it as a process aimed at
addressing both illegal content and content ‘incompatible’ with terms of
service.

This possibility to restrict content that is legal, but against terms and
conditions, has been labelled the possibility of limiting content deemed
to be ‘lawful but awful’. In other words, content ‘offensive or morally
repugnant to many people but protected’ by speech.?’! This category
can also include spam, bots, scams and other types of content that is not
necessarily illegal, but platforms need to filter as a way to ensure a better
user experience within their services.””

Notably, a study by Kaushal et al. analyzing the statements of reasons
submitted by VLOPs to the Transparency Database mandated by Article
24(5) and maintained by the European Commission found that 99.8 % of
131 million content restrictions were based on violations of terms and
conditions, while only 0.2 % cited illegality as the reason.?’® This
matches conclusions of previous scholarship noting that the regulation

197 Meta, ‘European Union Terrorist Content Online Transparency Report’
(Meta 2025) <https://scontent-arn2-1.xx.fbcdn.net/v/t39.8562-6,/480671819_
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nc_zt=14& _nc_ht=scontent-arn2-1.xx&_nc_gid=AjZB380711fVADApQG3ddv_
&oh=00_AYAW?z-J21PCzXPtZ2RFwzNeMPtko6tmtg3LhS1xaG7Asjw&oe=67
CFB37A>; Meta, ‘European Union Terrorist Content Online Transparency
Report’ (Meta 2025) <https://transparency.meta.com/sr/eu-online-report-fb-
feb-25>.

198 TikTok, ‘TikTok’s EU Terrorist Content Online Regulation (EU) 2021/784
Transparency Report’ (TikTok 2025) <https://www.tiktok.com/transparency
/en/tco-report-2025>.

199 TikTok (n 64).

200 Goche (n 29).
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Governments, and Internet Users’ (University of Chicago Law Review Online,
2022) <https://lawreviewblog.uchicago.edu/2022/06,/28/keller-control-ove
r-speech/> accessed 17 July 2024.

202 «Gonzalez v. Google: Brief of American Civil Liberties Union, American Civil
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of online discourse is increasingly centred in private unilateral
rulemaking.”%*

In principle, filtering of terms and conditions is meant to be volun-
tary. However, the due diligence obligations of VLOPs may indirectly
turn it into an obligation. In that regard, Article 34(2)(c) of the DSA
establishes that the risk assessment to be conducted by these platforms
must take into account, among other factors, whether their terms and
conditions and their enforcement are contributing to systemic risks such
as the dissemination of disinformation, content harmful to rights or
public interests, including civic discourse and elections, among others.
When identified, Article 35(1)(b) of the DSA mandates the introduction
of risk-mitigation strategies, which can include adapting terms and
conditions and their enforcement. Going further, these measures can
even be considered to be mandatory during a ‘crisis’ declared by the
Commission through a Recommendation of the European Board for
Digital Services, based on the existence of ‘extraordinary circumstances’
that pose a ‘serious threat to public security or public health’ in accor-
dance with Article 36(1)(b) DSA. Furthermore, as can be seen in sub-
section 2.1.2, Codes of Conduct may introduce commitments as
regards limitations on content that is not illegal, such as disinformation.
In that sense, as Palumbo points out, there is a risk that these rules
facilitate pressure by public bodies—particularly the Commission—to
mandate restrictions on content that is not illegal.’*

4. Multilayered remedial safeguards against undue upload
filtering in EU law

As explained above, the CJEU has embraced the ECtHR’s case law in
relation to prior restraints for saying that systems in which upload filters
are applied require ‘a particularly tight legal framework’ to avoid en-
croachments on freedom of expression.’’® Furthermore, the emphasis
given by the ECtHR is that any such framework must ensure ‘tight
control over the scope of bans and effective judicial review to prevent
any abuse of power’,>"” as well as procedural safeguards against arbi-
trary restrictions to that right.’°® In addition to this, when analysing the
scope of Article 47 of the Charter, the CJEU has considered that, under
the principle of effectiveness, ‘procedural rules governing actions for
safeguarding an individual’s rights’ must not ‘render practically
impossible or excessively difficult the exercise of rights conferred by EU
law’.?%° The latter has been relevant at EU level even from before the
Charter’'” and is enshrined at Article 19(1) TEU, establishing an obli-
gation for Member States to ‘provide remedies sufficient to ensure
effective legal protection in the fields covered by Union law’.

Moreover, Article 6 ECHR provides that everyone enjoys the right to
an impartial and independent ‘tribunal’ in the determination of their
civil rights and obligations, which includes disputes related to contest-
ing interferences against freedom of expression.?'' When referring to
the concept of a ‘tribunal’, the ECtHR has referred to institutions exer-
cising a ‘judicial function’, namely ‘determining matters within its
competence on the basis of rules of law and after proceedings conducted
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in a prescribed manner’. This is coupled with further requirements of
independence, impartiality and procedural safeguards.212

With that in mind, this section first focuses on explaining the insti-
tutional framework from the perspective of independence and impar-
tiality as core elements for the institutional design within Article 6 ECHR
and Article 47 of the Charter. Then, this section explains the specific
procedural safeguards that are relevant against undue upload filtering.

4.1. The institutional framework

Both Article 6 ECHR and Article 47 of the Charter refer to the right to
be heard by an ‘independent and impartial tribunal’. Within ECtHR case
law, the first of these concepts typically refers to the courts’ indepen-
dence from the other branches of government and from the parties,?"*
and is assessed under considerations of ‘the manner of appointment of its
members and their term of office, the existence of safeguards against
extraneous pressure and the question whether the body presents an
appearance of independence.’*'* On its side, impartiality refers to ‘the
absence of prejudice or bias’ which, in the context of the right to a fair
trial is assessed by determining if the adjudicator had ‘any personal
prejudice or bias in a given case’ or ‘hierarchical or other links’ between
them and other actors within the proceeding.’'® The ECtHR has noted
that both independence and impartiality are ‘closely linked’ and its
assessment must be done jointly in some instances.>'® Those notions
have been embraced by the CJEU in its case law ;17 and their applica-
tion, both by that Court and the ECtHR, has traditionally referred to
courts in the traditional sense.

The ECtHR has established that the right to fair trial under Article 6
ECHR provides protections in relation to the institutional organisation of
the court system.”'® This should be read in line with the protection given
by Article 13 ECHR to an effective remedy, which according to the
ECtHR ‘guarantees the availability at the national level of a remedy to
enforce the substance of the Convention rights and freedoms in what-
ever form they might happen to be secured in the domestic legal
order.”*'° In parallel, the ECtHR has also reasoned that a critical element
for safeguarding freedom of expression is that the legal framework
provides an adequate ‘degree of protection from abuse’.??°

Nevertheless, as Ortolani has noted, court litigation in the context of
content moderation disputes is often inaccessible due to high costs,
lengthy proceedings, and legal uncertainties, such as jurisdictional issues,
particularly affecting marginalized groups and those with limited re-
sources.??! In addition to this, content moderation disputes are unprec-
edented in nature due to factors such as the frequency and scale of user-

212 cyprus v Turkey App no 25781/94 (ECtHR, 10 May 2001), para 233.

213 Bequmartin v France App no 15287/89 (ECtHR, 24 November 1994), para
38.

214 gsqacilor Lormines v France App no 65411/01 (ECtHR, 9 November 2006),
para 59.

215 Micallef v Malta App no 17056/06 (ECtHR, 15 October 2009), paras 193-
196.

216 Kleyn and Others v the Netherlands Apps no 39343/98, 39651,/98, 43147/98
and 46664/99 (ECtHR, 6 May 2003), para 192.

217 Joined Cases C-585/18, C-624/18 and C-625/18 A K v Krajowa Rada
Sqdownictwa, and CP, DO v Sqd Najwyzszy [2019] EU:C:2019:982.

218 Golder v the United Kingdom App no 57496/16 (ECtHR, 21 February 1975),
para 32.

219 Kaya v Turkey Apps no 58138/09, 17749/11, 27906/17 (ECtHR, 19
February 1998), para 106.

220 000 Flavus and Others v Russia Apps no 12468/15 23489/15 19074/16
(ECtHR, 16 November 2020), para 44.

221 Ortolani (n 39).
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generated publications that may give rise to conflict.>?? In that sense, a
scenario in which the possibility of contesting undue upload filtering is
only within the boundaries of judicial redress would create relevant
limitations against the rights of users. Furthermore, if there was a policy
decision to enclose moderation decisions within courts, States would face
the challenge of creating an institutional infrastructure that addresses the
particularity of the speed and scale of online discourse by, for instance,
creating special courts for moderation with expedited proceedings.

Against that background, the EU legal framework establishes a set of
remedial safeguards that can be divided in four layers: The first one
relates to internal redress within platforms, the second one relates to
alternative dispute resolution (ADR), the third one relates to adminis-
trative redress and the last one encompasses judicial redress. In princi-
ple, each layer of the multilayer framework applies independently and
without prejudice to the others, allowing individuals to seek recourse
through any of them without precluding access to the others. However,
although the institutional framework does not prevent resorting to
courts, the factors mentioned above suggest that most disputes will
typically not be resolved at the court level. This is coupled with a clear
imbalance of power between platforms and users, as the former are
bodies acting with the role of regulators, adjudicators and publishers in
the context of disputes about the limits to freedom of expression®?® and
are, at the same time, in control of the architecture where speech is
disseminated and where decisions on it are enforced.’**

Having said that, it should be noted that the ECtHR has considered
that, in situations where there are limitations to access to courts, there
should be ‘reasonable alternative means to protect effectively’ people’s
rights.?”® In that sense, the adequate protection of users against undue
upload filtering requires not only the ability to resort to courts, but also
the proper functioning of the various layers of protection at disposal.
Furthermore, as the following paragraphs will show, the second layer of
remedial safeguards is the one most likely to gain traction among users
and platforms, as it offers an expeditious, user-friendly, and cost-
effective procedure. Nevertheless, given its role within a broader insti-
tutional framework for rights protection, it must be analyzed in
conjunction with the other layers.

4.1.1. The first layer: internal appeals

The first layer of remedial safeguards involves human review and
internal appeals.””® Under Article 20 DSA, users are allowed to appeal
any decision against them through a complaint-handling mechanism
operating ‘under the supervision of appropriately qualified staff, and not
solely on the basis of automated means.”””” If the appeal concerns

222 Ruairi Harrison, Jonny Shipp and Aebha Curtis, ‘The Internet Commission
Working Paper: Settling DSA-Related Disputes Outside the Courtroom: The
Opportunities and Challenges Presented by Article 21 of the Digital Services
Act’ (The Internet Commission 2024) <https://tag-craft.files.svdcdn.com/prod
uction/assets/assets/Internet-Commission/The-Internet-Commission-Worki
ng-Paper-challenges-presented-by-Article-21.pdf> accessed 17 March 2025.
223 Anni Carlsson, Constitutional Protection of Freedom of Expression in the Age of
Social Media: A Comparative Study (Department of Law, Uppsala University
2024), pp 119-120.

224 Tom Divon, Carolina Are and Pam Briggs, ‘Platform Gaslighting: A User-
Centric Insight into Social Media Corporate Communications of Content
Moderation’ (2025) 2 Platforms & Society 29768624241303109; Ortolani (n
39).

225 Klausecker v Germany App no 415/07 (ECtHR, 6 January 2015), paras 71-
75.

226 For more details on the incorporation of human intervention in moderation
see: Emmanuel Vargas Penagos, ‘Platforms on the Hook? EU and Human Rights
Requirements for Human Involvement in Content Moderation” (2025) 1 Cam-
bridge Forum on AL Law and Governance.

227 DSA, art 20(6).
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copyrighted content, it must include human review.??® This is
notwithstanding the obligation to have automated decisions marking
content as removable for containing terrorist material subject to human
oversight and verification before enforcement.”*’

Despite frequently being referred to as a mechanism of private
adjudication, content moderation structures, including their internal
appeal procedures, do not qualify as courts or tribunals in the sense of
Article 6 ECHR or Article 47 of the EU Charter.?*" The requirements of
independence and impartiality are very unlikely to be met at this layer.
The appeals mechanisms are typically operated by company-hired
personnel or automated tools, which may be either designed, applied,
or both, under staff supervision. In that sense, these are private adju-
dicators that operate with ‘instructions in the performance of their
judicial duties’ by those who designate them, which means that they are
not independent.?*! Moreover, moderation structures and policies are
created and administered according to the economic and political con-
siderations of their company owners,”*? something that can be seen as at
least prone to cause ‘extraneous pressure’ and affect any appearance of
independence. These factors may also indicate the existence of ‘hierar-
chical and other links’ between those operating the appeals mechanisms
and the upload filter that made the initial decision, which would bar
them from being considered impartial.

Regardless, demanding independence and impartiality within plat-
forms’ internal moderation structure would run into several practical
complications and perhaps impose limitations on the freedom to
conduct a business, among other rights. In that sense, the EU legal
framework does not ask this layer of the remedial safeguards to be ‘in-
dependent’ or ‘impartial’, but instead establishes a requirement to act in
a ‘timely, non-discriminatory, diligent and non-arbitrary manner’.**>
The requirements of ‘independence’ and ‘impartiality’ are instead
explicitly imposed by the DSA on the second”** and third**® layers of
remedial safeguards, and by Article 6 ECHR and Article 47 of the Charter
on the fourth layer.

4.1.2. The second layer: alternative dispute resolution

At the second layer, the EU legal framework establishes the possi-
bility to resort to out-of-court dispute settlement (ODS) as an external
appeal mechanism against moderation decisions. Article 21 of the DSA
allows this possibility to dispute any moderation decision at any stage
and at any body certified by a Digital Services Coordinator of any
Member State under certain standards of impartiality and independence,
expertise, and operational capacity.?*°

Article 21 DSA complements Article 17(9) of the Copyright Directive,
which provided the right to such ODS mechanisms, and which was
considered by the CJEU to be one of the safeguards for upload moni-
toring under that Directive.”>” A similar right to ODS is provided by
Article 28b(7) of the Audiovisual Media Services Directive. However, it
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(n 12), para 93; Copyright Directive, art 17(9).

229 TERREG, art 5(3).
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March 2025.
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Law & Security Review 106118.
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should be noted that those Directives are limited to mandating the
availability of such a redress mechanism, which Member States could
just argue as covered with any alternative dispute resolution system they
have. Article 21 DSA creates specific obligations for the existence of
bodies with dedicated expertise in the content moderation field.

Article 21(2) DSA points out that decisions by ODS bodies are non-
binding. Their applicability is limited to the discretion of platforms
and merely suggested as a possible measure that VLOPs can implement
to address risks identified in their annual mandatory risk-assess-
ments.?*® This was a key modification from the initial draft DSA pro-
posal, which made the decisions by these bodies binding on
platforms.?*°

Regardless, ODS can be an attractive alternative to users, particularly
because Article 21(5) DSA provides that users have the right to resort to
it free of charge or at modest fees that can be reimbursed by the platform
if the appealing user is successful in their appeal. Moreover, despite
decisions being non-binding, there may be a degree of pressure to
comply with them as Article 24(1) mandates platforms to, within their
annual reports, include statistics on the number of disputes submitted to
these bodies, their outcome and the number of disputes in which the
decisions of the body were implemented by the platform.”*" As such,
platforms may be compelled to implement decisions out of reputational
concerns. In addition to this, platforms may be incentivized to comply to
avoid the costs of deploying staff to decide with which decisions from
ODS bodies they agree or not. Moderation is a costly procedure, and
adding an additional burden would surely be against the platforms’
interests.

Articles 21(3)(a) and 21(3)(c) DSA provide some substance to the
‘independence’ and ‘impartiality’ requirements of these bodies by
establishing that they should be ‘financially independent’ of platforms
and users and not be remunerated in a way that is linked to the outcome
of the procedure. However, these criteria may not be enough to assess
those requirements.?*! In that sense, Gradoni and Ortolani have recently
pointed out that the analysis should not only focus on protecting users
from platforms but also platforms from undue influence by their com-
petitors.?* For instance, they note that the Irish Appeals Centre Europe
(ACE) received funds from Meta’s Oversight Board and three of its
founding directors are trustees of that body. ACE decides on cases from
several platforms, which could raise concerns about its impact on
competitive dynamics.243

Arguably, out-of-court dispute settlement mechanisms provided by
the DSA are a form of voluntary arbitration within the ECtHR case law.
This Court has considered that only compulsory arbitration falls within
the scope of the right to a fair trial under Article 6 ECHR, whereas
voluntary arbitration, not mandated by law, does not receive the same
protections. However, the ECtHR has also noted that when consent to
voluntary arbitration is given in ‘take-it-or-leave-it’ situations in which
individuals must choose between accepting arbitration or being unable
to engage in the relevant activity, such arbitration should be regarded as

238 DSA, art 35, art 36(1)(g).
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compulsory and must therefore provide fair trial safeguards.’** These
protections, says the ECtHR, are not deprived in cases of ‘sui generis’
disputes within dispute resolution mechanisms with ‘special fea-
tures’.”* This is potentially enhanced by the EGtHR’s view in Beg S.P.A.
v. Italy, in which the Court considered that there was no unequivocal
waiver of the right to an independent and impartial tribunal in a situ-
ation in which a potential conflict of interest of an arbitrator was only
evident after the affected party had agreed to the tribunal’s jurisdic-
tion.>*® However, as Seatzu and Vargiu point out, the ECtHR, despite
expanding the possibilities for fair trial protections within arbitration,
did not specify the particular safeguards needed in that context.**”

Another relevant scenario that should not be discarded is the possi-
bility for platforms and users to agree to ‘enforceable settlement’ clau-
ses, namely clauses granting alternative dispute resolution a binding
nature. The CJEU has considered those clauses to be permissible as long
as the users are afforded a real choice and are also granted a right to
withdraw from the procedure at any time if dissatisfied with its per-
formance or operation.>*® This is something that may become relevant
in this context, because the likelihood of resorting to courts in cases of
upload filtering is low due to their various limitations for users. At the
same time, there are several factors that turn ODS as a more attractive
venue for these disputes. In that sense, although these bodies are in
principle not required to have the same level of independence and
impartiality as a Court due to their voluntary nature, there may be
contextual circumstances that alter the strictness of these requirements.

Another key concern in the context of this layer of redress relates to
the applicable law that these bodies are meant to apply. Article 21 DSA
does not bring clarity on this and is limited to stating that their purpose
is to resolve disputes emerging from moderation decisions. Arguably,
Article 14(4) is a basis for allowing these bodies to apply fundamental
rights as a legal framework, which would make this redress layer more
meaningful for users’ protection.?’ The implications and intricacies of
these provisions demand further in-depth research.

Finally, the Platform to Business Regulation allows users operating in
a professional or commercial capacity in platforms to resort to ‘inde-
pendent’ and ‘impartial’ mediators previously selected by the platform
to settle disputes related to moderation.?”° This right was extended to
media outlets in specific disputes covered by the European Media
Freedom Act.?"!

4.1.3. The third layer: administrative redress

At a third layer are the possibilities to seek redress through admin-
istrative means. Article 53 DSA allows users to file complaints before the
Digital Services Coordinators of their country of residence or estab-
lishment. Those bodies, according to Article 51 DSA, are allowed to
impose fines, penalties and to adopt measures to cease infringements (e.
g. reinstate content unduly blocked). Furthermore, Article 50(3) pro-
vides that, in any case, decisions by Digital Services Coordinators can be
subject to judicial review.
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The requirements of independence and impartiality at the third layer
are established by Article 50(1) and 50(2) DSA, with an emphasis on
budgetary independence, the avoidance of both direct and indirect
external influence, and a prohibition on receiving instructions from
public authorities or private parties. ECtHR case law has established that
decisions of administrative bodies that do not comply with the re-
quirements of Article 6 ECHR should be subject to review by judicial
authorities with ‘full jurisdiction’.>>> The DSA seems to give an avenue
to avoid discussions on whether the Digital Services Coordinators fulfil
the requirements of Article 6 ECHR by establishing in its Article 50(3)
that the conditions for independence set in Article 50(2) ‘shall not pre-
vent the exercise of judicial review’. Moreover, this is something that
would be aligned with ECtHR case law noting that the ‘absence of an
effective judicial review may support the finding of a violation’ of
freedom of expression.”>® This requirement would be stronger in the
context of upload filtering as, when related to prior restraints, judicial
review is a critical safeguard for preventing abuses of power.>>*

4.1.4. The fourth layer: judicial redress

Judicial redress is not regulated under the EU legislation addressed
in this paper, which in any case clarifies the matter by expressly stating
that users can access the aforementioned mechanisms without prejudice
to their right to go to court.?>> Notably, when reviewing the validity of
Article 17 of the Copyright Directive, the CJEU pointed out that the right
‘to have access to a court or another relevant judicial authority’ was one
of the safeguards allowing proportionality for upload filtering under that
provision.”°® As can be seen from the preceding paragraphs, the inde-
pendence and impartiality of the courts responsible for resolving dis-
putes related to upload filtering must meet the highest standards
compared to the other layers.

4.2. Procedural safeguards

As has been emphasised, interferences on freedom of expression,
including among those prior restraints, must be given with consideration
to adequate procedural safeguards. The ECtHR has reasoned that such
procedural safeguards apply not only in the context of judicial review of
those interferences but also during the initial administrative process in
which they are imposed.?>” Arguably, such reasoning is also applicable
to moderation decisions in light of the procedural requirements for
platforms under the DSA. Moreover, the ECtHR has considered that the
lack of procedural fairness in proceedings related to restrictions to
freedom of expression can turn into a violation of that right.”>® How-
ever, due process requirements for platforms are different from the ones
for authorities, particularly because the latter are the ones directly
addressed by Articles 6 ECHR and 47 of the Charter.?>”

This subsection focuses on explaining the procedural safeguards that
have been traditionally applicable to prior restraints and the way in
which they fit into the EU legislative framework related to upload filters.
These procedural safeguards become relevant both for the internal
design and implementation of filters within moderation systems at
platforms, as well as for the assessment done by the remedial layers on
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appeals filed by persons affected by them.

4.2.1. Reasoning of decisions imposing or upholding upload filters

Article 14(1) DSA establishes an obligation for platforms to include,
within their terms of service, information on ‘any policies, procedures,
measures and tools used for the purpose of content moderation’. In
addition to this, Article 17 mandates platforms to provide a statement of
reasons for the restrictions imposed to users. Read alongside Article 14
(4) DSA, which establishes that restrictions to users must be applied and
enforced ‘in a diligent, objective and proportionate manner’ and ‘with
due regard to the rights and legitimate interests of all parties involved’,
the mentioned obligations can be seen as a mandate to incorporate a
human rights standard of providing adequate reasoning to justify any
limitations on freedom of expression within the moderation structure.

In that sense, it is well-established ECtHR case law that limitations on
freedom of expression must be grounded in ‘relevant and sufficient’
reasons.”°® In this regard, the CJEU has held that the effectiveness of
judicial review requires that restrictive measures on rights be based on
reasons that are, in themselves, sufficient to justify the decision.”®’ This
is crucial to convincingly determine whether the interference complies
with the standards for protecting freedom of expression, that is, whether
it is ‘suitable’, ‘necessary’ and ‘proportionate to the legitimate aim
pursued’.”°> When referring to the first of these conditions, the CJEU has
reasoned that restrictions to rights must be ‘appropriate for attaining the
legitimate objectives pursued’.’®®> Similarly, the ECtHR has declared
violations to Article 10 ECHR when the measures ‘do not serve to
advance’ the legitimate aim pursued and instead ‘are likely to be
counterproductive in achieving’ them.?®* The ECtHR has clarified that
the second condition ‘is not synonymous with “indispensable”, neither
has it the flexibility of such expressions as “admissible”, “ordinary”,
“useful”, “reasonable” or “desirable” and that it implies the existence of
a “pressing social need’”.°® The third of these conditions in the context
of the ECtHR case law relates to sufficiently demonstrating that the
interference does not undermine the very substance of the right and that
no less intrusive alternative measures are available to achieve the same
objective.”® In that vein, restrictions that have a collateral effect of
‘rendering large quantities of information inaccessible’ on the Internet
are considered to be disproportionate.?®”

Against that background, platforms are bound by Articles 14(1), 14
(4) and 17 DSA to establish relevant and sufficient reasons when they
decide to voluntarily implement upload filters. Building on this, it can be
argued that there is an ostensible pressing social need when the upload
filters are mandated by a court injunction that has fulfilled the legal
requirements for narrowing down the limit and scope of it, or by a court
decision that has declared the illegality of certain content. In the case of
upload filters mandated by law, their application should be limited to
content that ‘manifestly’ fits the requirements of that law.

Taking this into account, the use of voluntary filters in cases not
mandated by law or court orders cannot be justified by mere consider-
ations of indispensability, admissibility, ordinariness, usefulness,
reasonableness, or desirability, and would instead require a
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determination that no less intrusive alternative measures could achieve
the pursued aim of tackling or controlling content that is deemed to be
illegal. In that vein, as long as there is no current mandatory obligation
to put them in place, voluntary upload filters could be applied in cases of
content with potential for causing severe harm (such as child sexual
abuse material) in line with some of the platforms’ practices summarised
in Section II. Besides that, the justification for incorporating voluntary
filters for content not deemed illegal but instead violating terms and
conditions would demand a higher threshold of suitability, necessity and
proportionality. An example of this could be filtering spam, as, despite
not being necessarily illegal, would require filtering for allowing a safe,
trustworthy and relevant space for platforms’ users. Likewise, the use of
upload filters to combat content that has been identified as contributing
to systemic risks in the context of risk-assessment and mitigation should
be limited to situations in which there is a clearly delimited pressing
social need for it.

When examining the necessity of restrictions on freedom of expres-
sion, the ECtHR has attached particular importance to assessing whether
the material in question is of public interest as it would have a stronger
protection by Article 10 ECHR.?°® The ECtHR has established that the
examination of the necessity and proportionality of restrictions must be
done bearing in mind that, although it is possible to impose limitations
to journalistic freedom, they must take account of the media’s role to
‘impart information and ideas on matters of public interest’ and not
hampering their capacity to discharge their ‘public watchdog’ role.”®’
This is because there is an ‘interest of democratic society in ensuring and
maintaining a free press’.?’® Such an enhanced protection for media
freedom is incorporated by the EU framework for content moderation in
the European Media Freedom Act, which establishes specific safeguards
in content moderation to media services that have declared to VLOPS
that they provide such service.”’! Those protections include specific
procedures that are detailed below, but which, as suggested by Recital
50, should also ‘duly consider media freedom and media pluralism’ in
moderation decisions.

Read alongside the CJEU’s requirement that filtering mechanisms
must distinguish between lawful and unlawful content,”’? and Recital
26 of the DSA, which states that ‘good faith’ in voluntary measures in-
cludes using technology sufficiently reliable to minimize errors, it fol-
lows that upload filters deployed by companies must be capable of
recognizing when contestable content remains protected for being of
public interest. Examples of this could include journalistic reporting on
extremism, or publications that may be violent at first sight but relevant
for denouncing war crimes. State-of-the-art technologies (e.g. LLMs)
have developed some capacities to identify such factors, but they still
face limitations in doing it?”® and, as was already mentioned, even the
lowest percentage of error can turn into millions of publications subject
to an undue limitation.

These are factors that reinforce the need that upload filters are only
applied in the most exceptional circumstances that are, in any case,
justified as ‘relevant and sufficient’ reasons under the criteria mentioned
in the preceding paragraphs. Furthermore, there would be an emphas-
ised protection against the use of upload filters to screen content by
accounts of media services. Following that, if used, upload filters should
have the capacity to adequately differentiate contestable and non-
contestable content. In parallel, an adequate functioning of the
different layers of remedial safeguards would also take such factors into
account when deciding to withhold or revoke a restriction based on
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upload filtering.

4.2.2. Scope and duration of upload filters

The ECtHR has established that injunctions must provide clarity and
certainty about the material they cover.”’* In application of this prin-
ciple, the ECtHR has considered that establishing temporary bans on
printed newspapers that have been declared to have published illegal
content is a measure that cannot be considered ‘necessary’.>’> In that
context, although the ECtHR seems inclined to allow sanctions to
dissuade the publication of content similar to that which has been
declared to be illegal by a national Court, namely preventing ‘re-in-
fringements’, this can be done through ‘less draconian measures’ than
full bans, ‘such as the confiscation of particular issues of the newspapers
or restrictions on the publication of specific articles.”?’® The CJEU seems
to have ruled at least partly in line with that reasoning when it estab-
lished that upload filters can be mandated by court injunctions to pre-
vent re-infringements from specific users engaged in that kind of
behaviour?’” and in cases of information properly identified as ‘equiv-
alent’ to material previously declared as illegal.”’®

The ECtHR has considered that, in addition to the obligation to
identify content that is deemed illegal, authorities must also provide ‘the
opportunity to remedy the supposed breach by removing the offending
content’ to allow an ‘informed choice between taking down or modi-
fying the specific content’ and object to the order.”’® This may be
relevant in the context of upload filters, as platforms could, in cases
when they apply filters to screen content ‘equivalent’ to material
declared as illegal, notify the user about that alleged equivalence and
allow them to remove the content or contest the decision. A procedure of
this sort is applied by X. In some cases, this platform requires users to
remove content deemed to be violatory before they can post again,
unless they want to appeal. During the appeals process, the contested
content is hidden with a label.?%°

Furthermore, the ECtHR has also been cautious when considering the
possibility of establishing permanent injunctions. In that sense, interim
injunctions should ‘not extend beyond a reasonable period’**! and
should be subject to periodic review,”®> and permanent injunctions
should be ‘subject to review in case of a change of the relevant cir-
cumstances’.’®> This can include, for instance, cases in which the pas-
sage of time turns the issue into a matter of historical interest.>** This
means that court injunctions mandating upload filters should be limited
in time, or, when being of a permanent nature, there should be the
possibility of reviewing them with the passage of time.

Likewise, these principles indicate that if platforms choose to
implement upload filters as a voluntary measure, they must clearly
define and narrow their scope, and their use should, in principle, be
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limited in time. For example, this could apply during a ‘crisis’ in
accordance with Article 36 DSA. However, it should be noted that it is
practically impossible to consider subject matter such as child sexual
abuse material or spam as something that should only be targeted
temporarily and, as such, the voluntary application of filters could be a
permanent measure. Nevertheless, this should not preclude the periodic
review of the specific technology applied, taking into account factors
such as its effectiveness and error rates.

4.2.3. Transparency of decisions

The ECtHR has established that the lack of transparency of decisions
imposing prior restraints constitutes a lack of adequate safeguards
against abuse.”®” In this connection, the ECtHR has also established that
the non-disclosure of the reasons for a limitation on freedom of
expression can result in a restriction of the rights of defence and,
therefore, to the right to a fair trial, as it curtails the possibility to sub-
stantiate appeals.?®° The requirement in Article 17 DSA for platforms to
issue statements of reasons when imposing restrictions on users includes
an obligation to inform whether the restriction is based on a violation of
the platform’s terms of service or on the content being deemed illegal
and the specific provision that is argued to have been infringed,287 the
facts and circumstances underlying the decision,?*® whether the deci-
sion was made automatically or not,”®” and which are the available
avenues for redress.””’ The Platform to Business Regulation establishes
separate similar requirements for statements of reasons for users oper-
ating in a professional or commercial capacity in platforms.””’

In addition to this, the European Media Freedom Act requires that, in
cases of media service users restricted under a platform’s terms of ser-
vice, the statement must be given before the restriction takes effect.?%”
Moreover, platforms are required to allow media services to reply to the
statement of reasons ‘in a meaningful manner’ within 24 h, or less in
cases of crisis declared on the basis of Article 36 DSA.?°* This would be
in line with ECtHR case law establishing that, in cases of injunctions
against media publications, a key procedural safeguard for equality of
arms would be the ability to submit counter-arguments before they are
granted.***

In view of the foregoing, the statement of reasons is a key safeguard
for ensuring access to the different layers of remedial protection against
upload filters. The lack of equality of arms when contesting such mea-
sures may render them disproportionate under the ECtHR’s case law.?%”
In that same sense, disclosure of relevant information about the func-
tioning of the upload filters, such as audits, error rates, among others,
would play a key role in the review by external layers of remedial
safeguards. This is also critical from an ECtHR perspective, as that Court
has considered that the unjustified restriction of access to relevant
documentation for substantiating a case can hinder the fairness of pro-
ceedings.”?® Such a relevance of the statement of reasons is underpinned
by Article 17(4) DSA, which mandates that it must provide information
that can ‘reasonably allow the recipient of the service concerned to
effectively exercise the possibilities for redress’.

However, the previously mentioned analysis by Kaushal et al. found
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that statements of reasons issued by platforms often provide only generic
information on the ‘decision facts,” with most of them appearing auto-
matically generated and overly brief, preventing users from under-
standing the grounds for restrictions and limiting their ability to seek
redress.?”’

4.2.4. Length of proceedings

The ECtHR has noted that the length of proceedings for reviewing
prior restraints should not be ‘onerous’,>?® particularly because it can
substantially undermine the practical effectiveness of judicial review.>"’
This turns into a requirement for promptness that can be seen as being
covered by the EU legal framework language requiring ‘timeliness’,>"
‘expeditiousness’>’! or ‘reasonableness’>"? in the duration of internal
mechanisms for appeal, as well as ‘timeliness’ for the exercise of func-
tions by Digital Services Coordinators.’’® In the case of ODS, the
requirement is more specific, as they are mandated to decide on cases
‘within a reasonable period of time and no later than 90 calendar days’
and that complex disputes may, at the body’s own discretion, be
extended for up to an additional 90 days period.*** Since the ECtHR has
established that the ‘reasonableness of the length of proceedings is to be
assessed in light of the particular circumstances of the case,” ODS pro-
cedures should take into account the need to keep the duration of certain
procedures related to upload filters as short as possible,>*” for instance
in cases of matters of potential public interest or journalistic
publications.

The ECtHR has emphasised the need to act more expeditiously in
cases of journalistic publications,*’® something that seems embodied in
an obligation for platforms to, pursuant to the European Media Freedom
Act, take ‘all the necessary technical and organisational measures’ to
ensure that complaints filed by media services within their internal
mechanisms are decided ‘with priority and without undue delay.”*"”
Such priority is not given by the EU framework in other parts of the
layers of protection, but should be considered as applicable due to the
relevance given by ECtHR case law to act promptly in those cases.

4.2.5. Enforcement of decisions reversing decisions by upload filters
Finally, it should be noted that decisions reversing decisions by up-
load filters should be enforceable. The ECtHR has emphasised that the
right to fair trial entails that judgments should be executable®’® and that
refusals, failures or delays by authorities in compliance are against that
right.>*° As has been noted so far, decisions by ODS bodies are not
binding, which at the same time means that they are not enforceable,
different from court or administrative decisions. This would not be the
case if an enforceable settlement clause, as explained in sub-Section 4.1,
existed. However, since platforms are called under Article 21(2) DSA to
participate ‘in good faith’ in ODS proceedings, they should be expected
to take steps necessary to ensure that reversal decisions are enforceable.
Particularly in cases where the restriction applied by an upload filter
entails the removal of content, the enforcement of decisions ordering
reinstatement would require the preservation of the material by the
platform until the specific procedure is over. The ECtHR has noted the
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importance of allowing the possibility of challenging decisions for the
destruction of material before it is effectively destroyed as a relevant
safeguard for freedom of expression.>'” Clear rules on this would also be
desirable as there have been various instances of users complaining
about the lack of clarity on what happens to their content once it is made
unavailable.*"!

The DSA does not provide specific rules on this subject matter, except
for the fact that it allows Digital Services Coordinators to issue interim
measures or request their issuance by national authorities in order to
prevent serious harms to users. In addition, the DSA allows users to file a
complaint through internal mechanisms within six months, with the
possibility of a reversal decision.*'? This suggests that content should be
preserved for at least that period and until a final decision is reached.
The Regulation remains silent on whether content must be preserved
beyond that timeframe. Moreover, although the DSA states that it ap-
plies without prejudice to the Regulation on European Production and
Preservation Orders for electronic evidence in criminal matters,”'® that
Regulation focuses on preserving material for criminal investigations,
which is unrelated to users’ efforts to seek reinstatement of content
through the available layers of protection.>'* In any case, it would be
reasonable to consider that part of this issue is covered by national rules
for preservation of material subject to court proceedings, which would
be available to those resorting to national courts.

TERREG is the only legislation that clearly regulates this issue. This
regulation establishes that content removed or disabled must be pre-
served for six months or for longer periods ‘only if and for as long as
necessary for ongoing administrative or judicial review proceedings’.*'°
In addition to this, the Platform to Business Regulation establishes that,
following decisions by internal complaint mechanisms to reinstate
content of business users, platforms must provide ‘any access to personal
or other data, or both, that resulted from its use of the relevant online
intermediation services prior to the restriction, suspension or termina-
tion having taken effect’.>'®

In that sense, the EU legal framework on content moderation pro-
vides some safeguards for preserving material that would afterwards be
reinstated, particularly before and as long as an internal appeals or
administrative or judicial redress is underway. However, the lack of
rules on preservation of material within ODS would cause risks about the
effectiveness of those bodies.

5. Conclusions

This article has explained how upload filters, despite being effective
for tackling illegal or harmful content, function as digital prior restraints
that require strict scrutiny under the safeguards established by the
ECtHR. While EU secondary legislation acknowledges the necessity of
moderation and even mandates or incentivizes filtering in certain con-
texts against both legal and illegal content, such measures cannot be
divorced from the fundamental rights framework that governs freedom

310 Zayidov v Azerbaijan (no 2) App no ECtHR 5386/10 (ECtHR, 24 March
2022), para 72.

311 sarah Myers West, ‘Censored, Suspended, Shadowbanned: User In-
terpretations of Content Moderation on Social Media Platforms’ (2018) 20 New
Media & Society 4366; Anna Veronica Banchik, ‘Disappearing Acts: Content
Moderation and Emergent Practices to Preserve at-Risk Human Rights—Related
Content’ (2021) 23 New Media & Society 1527.

312 DSA, art 20.

313 ibid, art 2(4)(i).

314 Regulation (EU) 2023/1543 of the European Parliament and of the Council
of 12 July 2023 on European Production Orders and European Preservation
Orders for electronic evidence in criminal proceedings and for the execution of
custodial sentences following criminal proceedings [2023] OJ L 191 p. 118-
180, art 1.

315 TERREG, art 6(2).

316 platform to Business Regulation, art 4(3).
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of expression.

Instead of banning upload filters, the EU legislative framework
mitigates the inherent risks of upload filters through a multi-layered
system of remedial safeguards, including internal appeals, alternative
dispute resolution, administrative redress, and judicial review. Howev-
er, the mere existence of these layers is not sufficient. Their effectiveness
depends on clear procedural safeguards, such as well-reasoned de-
cisions, promptness in handling disputes, transparent communication of
decisions with users, and enforceability of decisions reversing undue
restrictions. These safeguards should also come with an understanding
that, given the risks of the collateral effect of imposing unintended
limitations on large amounts of content, upload filters should only be
applied in exceptional and limited circumstances.

Although social media platforms enjoy a certain degree of freedom to
determine what content is admissible on their services, in today’s digital
landscape, they increasingly assume quasi-adjudicatory functions,
making decisions on matters once reserved to courts, but doing so at
unprecedented speed and scale. In this context, the concerns expressed
by three U.S. Supreme Court judges over half a century ago regarding
the need for careful deliberation in complex cases involving restrictions
on speech are more relevant than ever. What is more, the safeguards
traditionally required for prior restraints in the analogue world must be
adapted to the features of social media communication to avoid setbacks
to the protection of freedom of expression.
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